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About This Guide

This section describes the purpose, organization, and conventions of this
document.

Audience and Purpose

This guide describes the concepts and procedures that an AFS®®system
administrator needs to know. It assumes familiarity with UNIX
administration, but no previous knowledge of AFS.

This document describes AFS commands in the context of specific tasks. Thus,
it does not describe all commands in detail. Refer to the IBM AFS
Administration Reference for detailed command descriptions.

Document Organization

This document groups AFS administrative tasks into the following conceptual
sections:

* Concepts and Configuration Issues
* Managing File Server Machines

* Managing Client Machines

* Managing Users and Groups

The individual chapters in each section contain the following:
* A chapter overview
* A quick reference list of the tasks and commands described in the chapter

* An introduction to concepts that pertain to all of the tasks described in the
chapter

* A set of sections devoted to specific tasks. Each section begins with a
discussion of concepts specific to that task, followed by step-by-step
instructions for performing the task. The instructions are as specific as has
been judged practical. If two related procedures differ from one another in
important details, separate sets of instructions are usually provided.

How to Use This Document

When you need to perform a specific administrative task, follow these steps:

1. Determine if the task concerns file server machines, client machines, or
users and groups. Turn to the appropriate section in this document and
then to the appropriate chapter.

xvii



2. Read or review the general introductory material at the beginning of the
chapter.

3. Read or review the introductory material concerning the specific task you
wish to perform.

4. Follow the step-by-step instructions for the task.

5. If necessary, refer to the IBM AFS Administration Reference for more
detailed information about the commands.

Related Documents

xviii

The following documents are also included in the AFS documentation set.
IBM AFS Administration Reference

This reference manual details the syntax and effect of each AFS command. It
is intended for the experienced AFS administrator, programmer, or user.

The IBM AFS Administration Reference lists AFS files and commands in
alphabetical order. The reference page for each command specifies its syntax,
including the acceptable aliases and abbreviations. It then describes the
command’s function, arguments, and output if any. Examples and a list of
related commands are provided, as are warnings where appropriate.

This manual complements the IBM AFS Administration Guide: it does not
include procedural information, but describes commands in more detail than
the IBM AFS Administration Guide.

IBM AFS Quick Beginnings

This guide provides instructions for installing AFS server and client machines.
It is assumed that the installer is an experienced UNIX system administrator.

For predictable performance, machines must be installed and configured in
accordance with the instructions in this guide.

IBM AFS Release Notes

This document provides information specific to each release of AFS, such as a
list of new features and commands, a list of requirements and limitations, and
instructions for upgrading server and client machines.

IBM AFS User Guide
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This guide presents the basic concepts and procedures necessary for using
AFS effectively. It assumes that the reader has some experience with UNIX,
but does not require familiarity with networking or AFS.

The guide explains how to perform basic functions, including authenticating,
changing a password, protecting AFS data, creating groups, and
troubleshooting. It provides illustrative examples for each function and
describes some of the differences between the UNIX file system and AFS.

Typographical Conventions

This document uses the following typographical conventions:

* Command and option names appear in bold type in syntax definitions,
examples, and running text. Names of directories, files, machines,
partitions, volumes, and users also appear in bold type.

* Variable information appears in italic type. This includes user-supplied
information on command lines and the parts of prompts that differ
depending on who issues the command. New terms also appear in italic

type.
* Examples of screen output and file contents appear in monospace type.
In addition, the following symbols appear in command syntax definitions,

both in the documentation and in AFS online help statements. When issuing a
command, do not type these symbols.

* Square brackets [ ] surround optional items.
* Angle brackets < > surround user-supplied values in AFS commands.

* A superscripted plus sign + follows an argument that accepts more than
one value.

* The percent sign % represents the regular command shell prompt. Some
operating systems possibly use a different character for this prompt.

¢ The number sign # represents the command shell prompt for the local
superuser root. Some operating systems possibly use a different character
for this prompt.

¢ The pipe symbol | in a command syntax statement separates mutually
exclusive values for an argument.

For additional information on AFS commands, including a description of
command string components, acceptable abbreviations and aliases, and how

to get online help for commands, see 'Appendix B Using AFS Commands” onl

About This Guide ~ XiX
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Chapter 1. An Overview of AFS Administration

This chapter provides a broad overview of the concepts and organization of
AFS. It is strongly recommended that anyone involved in administering an
AFS cell read this chapter before beginning to issue commands.

A Broad Overview of AFS

This section introduces most of the key terms and concepts necessary for a
basic understanding of AFS. For a more detailed discussion, see ﬁ

AFS: A Distributed File System

AFS is a distributed file system that enables users to share and access all of the
files stored in a network of computers as easily as they access the files stored
on their local machines. The file system is called distributed for this exact
reason: files can reside on many different machines (be distributed across
them), but are available to users on every machine.

Servers and Clients

In fact, AFS stores files on a subset of the machines in a network, called file
server machines. File server machines provide file storage and delivery service,
along with other specialized services, to the other subset of machines in the
network, the client machines. These machines are called clients because they
make use of the servers’ services while doing their own work. In a standard
AFS configuration, clients provide computational power, access to the files in
AFS and other "general purpose” tools to the users seated at their consoles.
There are generally many more client workstations than file server machines.

AFS file server machines run a number of server processes, so called because
each provides a distinct specialized service: one handles file requests, another
tracks file location, a third manages security, and so on. To avoid confusion,
AFS documentation always refers to server machines and server processes, not
simply to servers. For a more detailed description of the server processes, see
g

”

Cells

A cell is an administratively independent site running AFS. As a cell’s system
administrator, you make many decisions about configuring and maintaining
your cell in the way that best serves its users, without having to consult the



administrators in other cells. For example, you determine how many clients
and servers to have, where to put files, and how to allocate client machines to
users.

Transparent Access and the Uniform Namespace

Although your AFS cell is administratively independent, you probably want
to organize the local collection of files (your filespace or tree) so that users from
other cells can also access the information in it. AFS enables cells to combine
their local filespaces into a global filespace, and does so in such a way that file
access is transparent—users do not need to know anything about a file’s
location in order to access it. All they need to know is the pathname of the
file, which looks the same in every cell. Thus every user at every machine
sees the collection of files in the same way, meaning that AFS provides a
uniform namespace to its users.

Volumes

AFS groups files into volumes, making it possible to distribute files across
many machines and yet maintain a uniform namespace. A volume is a unit of
disk space that functions like a container for a set of related files, keeping
them all together on one partition. Volumes can vary in size, but are (by
definition) smaller than a partition.

Volumes are important to system administrators and users for several reasons.
Their small size makes them easy to move from one partition to another, or
even between machines. The system administrator can maintain maximum
efficiency by moving volumes to keep the load balanced evenly. In addition,
volumes correspond to directories in the filespace—most cells store the
contents of each user home directory in a separate volume. Thus the complete
contents of the directory move together when the volume moves, making it
easy for AFS to keep track of where a file is at a certain time. Volume moves
are recorded automatically, so users do not have to keep track of file locations.

Efficiency Boosters: Replication and Caching

AFS incorporates special features on server machines and client machines that
help make it efficient and reliable.

On server machines, AFS enables administrators to replicate commonly-used
volumes, such as those containing binaries for popular programs. Replication
means putting an identical read-only copy (sometimes called a clone) of a
volume on more than one file server machine. The failure of one file server
machine housing the volume does not interrupt users” work, because the
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volume’s contents are still available from other machines. Replication also
means that one machine does not become overburdened with requests for
files from a popular volume.

On client machines, AFS uses caching to improve efficiency. When a user on a
client workstation requests a file, the Cache Manager on the client sends a
request for the data to the File Server process running on the proper file
server machine. The user does not need to know which machine this is; the
Cache Manager determines file location automatically. The Cache Manager
receives the file from the File Server process and puts it into the cache, an area
of the client machine’s local disk or memory dedicated to temporary file
storage. Caching improves efficiency because the client does not need to send
a request across the network every time the user wants the same file. Network
traffic is minimized, and subsequent access to the file is especially fast because
the file is stored locally. AFS has a way of ensuring that the cached file stays
up-to-date, called a callback.

Security: Mutual Authentication and Access Control Lists

Even in a cell where file sharing is especially frequent and widespread, it is
not desirable that every user have equal access to every file. One way AFS
provides adequate security is by requiring that servers and clients prove their
identities to one another before they exchange information. This procedure,
called mutual authentication, requires that both server and client demonstrate
knowledge of a "shared secret” (like a password) known only to the two of
them. Mutual authentication guarantees that servers provide information only
to authorized clients and that clients receive information only from legitimate
servers.

Users themselves control another aspect of AFS security, by determining who
has access to the directories they own. For any directory a user owns, he or
she can build an access control list (ACL) that grants or denies access to the
contents of the directory. An access control list pairs specific users with
specific types of access privileges. There are seven separate permissions and
up to twenty different people or groups of people can appear on an access
control list.

For a more detailed description of AFS’s mutual authentication procedure, see

['A More Detailed T.ook at Mutual Authentication” on page 61l. For further

discussion of ACLs, see I”(“hap’rpr 15 Managing Access Control Tists” on
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More Detailed Discussions of Some Basic Concepts

The previous section offered a brief overview of the many concepts that an
AFS system administrator needs to understand. The following sections
examine some important concepts in more detail. Although not all concepts
are new to an experienced administrator, reading this section helps ensure a
common understanding of term and concepts.

Networks

A network is a collection of interconnected computers able to communicate
with each other and transfer information back and forth.

A networked computing environment contrasts with two types of computing
environments: mainframe and personal.

* A mainframe computing environment is the most traditional. It uses a single
powerful computer (the mainframe) to do the majority of the work in the
system, both file storage and computation. It serves many users, who access
their files and issue commands to the mainframe via terminals, which
generally have only enough computing power to accept input from a
keyboard and to display data on the screen.

* A personal computing environment is a single small computer that serves
one (or, at the most, a few) users. Like a mainframe computer, the single
computer stores all the files and performs all computation. Like a terminal,
the personal computer provides access to the computer through a keyboard
and screen.

A network can connect computers of any kind, but the typical network
running AFS connects high-function personal workstations. Each workstation
has some computing power and local disk space, usually more than a
personal computer or terminal, but less than a mainframe. For more about the
classes of machines used in an AFS environment, see [‘Servers and Clients” onl

Distributed File Systems

A file system is a collection of files and the facilities (programs and commands)
that enable users to access the information in the files. All computing
environments have file systems. In a mainframe environment, the file system
consists of all the files on the mainframe’s storage disks, whereas in a
personal computing environment it consists of the files on the computer’s
local disk.

Networked computing environments often use distributed file systems like AFS.
A distributed file system takes advantage of the interconnected nature of the
network by storing files on more than one computer in the network and
making them accessible to all of them. In other words, the responsibility for
file storage and delivery is "distributed” among multiple machines instead of
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relying on only one. Despite the distribution of responsibility, a distributed file
system like AFS creates the illusion that there is a single filespace.

Servers and Clients

AFS uses a server/client model. In general, a server is a machine, or a process
running on a machine, that provides specialized services to other machines. A
client is a machine or process that makes use of a server’s specialized service
during the course of its own work, which is often of a more general nature
than the server’s. The functional distinction between clients and server is not
always strict, however—a server can be considered the client of another server
whose service it is using.

AFS divides the machines on a network into two basic classes, file server
machines and client machines, and assigns different tasks and responsibilities to
each.

File Server Machines

File server machines store the files in the distributed file system, and a server
process running on the file server machine delivers and receives files. AFS file
server machines run a number of server processes. Each process has a special
function, such as maintaining databases important to AFS administration,
managing security or handling volumes. This modular design enables each
server process to specialize in one area, and thus perform more efficiently. For
a description of the function of each AFS server process, see m/

Pracesses and the Cache Manager” on page 10.

Not all AFS server machines must run all of the server processes. Some
processes run on only a few machines because the demand for their services
is low. Other processes run on only one machine in order to act as a

sEnchronization site. See [ ”

Client Machines

The other class of machines are the client machines, which generally work
directly for users, providing computational power and other general purpose
tools. Clients also provide users with access to the files stored on the file
server machines. Clients do not run any special processes per se, but do use a
modified kernel that enables them to communicate with the AFS server
processes running on the file server machines and to cache files. This
collection of kernel modifications is referred to as the Cache Manager; see

” . There are usually many more client machines in
a cell than file server machines.

Client and Server Configuration
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In the most typical AFS configuration, both file server machines and client
machines are high-function workstations with disk drives. While this
configuration is not required, it does have some advantages.

There are several advantages to using personal workstations as file server
machines. One is that it is easy to expand the network by adding another file
server machine. It is also easy to increase storage space by adding disks to
existing machines. Using workstations rather than more powerful mainframes
makes it more economical to use multiple file server machines rather than
one. Multiple file server machines provide an increase in system availability
and reliability if popular files are available on more than one machine.

The advantage of using workstations as clients is that caching on the local disk
speeds the delivery of files to application programs. (For an explanation of
caching, see L i Z .) Diskless machines can access
AFS if they are running NFS® and the NFS/AFS Translator, an optional
component of the AFS distribution.

Cells

A cell is an independently administered site running AFS. In terms of
hardware, it consists of a collection of file server machines and client
machines defined as belonging to the cell; a machine can only belong to one
cell at a time. Users also belong to a cell in the sense of having an account in
it, but unlike machines can belong to (have an account in) multiple cells. To
say that a cell is administratively independent means that its administrators
determine many details of its configuration without having to consult
administrators in other cells or a central authority. For example, a cell
administrator determines how many machines of different types to run, where
to put files in the local tree, how to associate volumes and directories, and
how much space to allocate to each user.

The terms local cell and home cell are equivalent, and refer to the cell in which
a user has initially authenticated during a session, by logging onto a machine
that belongs to that cell. All other cells are referred to as foreign from the
user’s perspective. In other words, throughout a login session, a user is
accessing the filespace through a single Cache Manager—the one on the
machine to which he or she initially logged in—whose cell membership
defines the local cell. All other cells are considered foreign during that login
session, even if the user authenticates in additional cells or uses the cd
command to change directories into their file trees.

It is possible to maintain more than one cell at a single geographical location.
For instance, separate departments on a university campus or in a corporation
can choose to administer their own cells. It is also possible to have machines
at geographically distant sites belong to the same cell; only limits on the
speed of network communication determine how practical this is.
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Despite their independence, AFS cells generally agree to make their local
filespace visible to other AFS cells, so that users in different cells can share
files if they choose. If your cell is to participate in the "global” AFS
namespace, it must comply with a few basic conventions governing how the
local filespace is configured and how the addresses of certain file server
machines are advertised to the outside world.

The Uniform Namespace and Transparent Access

One of the features that makes AFS easy to use is that it provides transparent
access to the files in a cell’s filespace. Users do not have to know which file
server machine stores a file in order to access it; they simply provide the file’s
pathname, which AFS automatically translates into a machine location.

In addition to transparent access, AFS also creates a uniform namespace—a file’s
pathname is identical regardless of which client machine the user is working
on. The cell’s file tree looks the same when viewed from any client because
the cell’s file server machines store all the files centrally and present them in
an identical manner to all clients.

To enable the transparent access and the uniform namespace features, the
system administrator must follow a few simple conventions in configuring

client machines and file trees. For details, see I’_Ma.k.l.n.g_D.theLCellths.LblP_lﬂ

Volumes

A volume is a conceptual container for a set of related files that keeps them all
together on one file server machine partition. Volumes can vary in size, but
are (by definition) smaller than a partition. Volumes are the main
administrative unit in AFS, and have several characteristics that make
administrative tasks easier and help improve overall system performance.

* The relatively small size of volumes makes them easy to move from one
partition to another, or even between machines.

* You can maintain maximum system efficiency by moving volumes to keep
the load balanced evenly among the different machines. If a partition
becomes full, the small size of individual volumes makes it easy to find
enough room on other machines for them.

* Each volume corresponds logically to a directory in the file tree and keeps
together, on a single partition, all the data that makes up the files in the
directory. By maintaining (for example) a separate volume for each user’s
home directory, you keep all of the user’s files together, but separate from
those of other users. This is an administrative convenience that is
impossible if the partition is the smallest unit of storage.

* The directory/volume correspondence also makes transparent file access
possible, because it simplifies the process of file location. All files in a
directory reside together in one volume and in order to find a file, a file
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server process need only know the name of the file’s parent directory,
information which is included in the file’s pathname. AFS knows how to
translate the directory name into a volume name, and automatically tracks
every volume’s location, even when a volume is moved from machine to
machine. For more about the directory/volume correspondence, see
Bointsl

* Volumes increase file availability through replication and backup.

* Replication (placing copies of a volume on more than one file server
machme) makes the contents more reliably available; for details, see
‘ i . Entire sets of volumes can be backed up to tape
and restored to the file system; see

tChapter 6. Configuring the AFS Backug
. In AFS, backup also refers to recording the state of a volume

at a certain time and then storing it (either on tape or elsewhere in the file
system) for recovery in the event files in it are accidentally deleted or
changed. See L z

* Volumes are the unit of resource management. A space quota associated
with each volume sets a limit on the maximum volume size. See

Ed Displaving Volra T ¥ P 3

Mount Points

The previous section discussed how each volume corresponds logically to a
directory in the file system: the volume keeps together on one partition all the
data in the files residing in the directory. The directory that corresponds to a
volume is called its root directory, and the mechanism that associates the
directory and volume is called a mount point. A mount point is similar to a
symbolic link in the file tree that specifies which volume contains the files
kept in a directory. A mount point is not an actual symbolic link; its internal
structure is different.

Note: You must not create a symbolic link to a file whose name begins with
the number sign (#) or the percent sign (%), because the Cache
Manager interprets such a link as a mount point to a regular or
read/write volume, respectively.

The use of mount points means that many of the elements in an AFS file tree
that look and function just like standard UNIX file system directories are
actually mount points. In form, a mount point is a one-line file that names the
volume containing the data for files in the directory. When the Cache Manager
(see 'The Cache Manager” on page 16) encounters a mount point—for
example, in the course of interpreting a pathname—it looks in the volume
named in the mount point. In the volume the Cache Manager finds an actual
UNIX-style directory element—the volume’s root directory—that lists the files
contained in the directory/volume. The next element in the pathname appears
in that list.
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A volume is said to be mounted at the point in the file tree where there is a
mount point pointing to the volume. A volume’s contents are not visible or
accessible unless it is mounted.

Replication
Replication refers to making a copy, or clone, of a source read/write volume
and then placing the copy on one or more additional file server machines in a
cell. One benefit of replicating a volume is that it increases the availability of
the contents. If one file server machine housing the volume fails, users can
still access the volume on a different machine. No one machine need become
overburdened with requests for a popular file, either, because the file is
available from several machines.

Replication is not necessarily appropriate for cells with limited disk space, nor
are all types of volumes equally suitable for replication (replication is most
appropriate for volumes that contain popular files that do not change very
often). For more details, see L. i ”

Caching and Callbacks

Just as replication increases system availability, caching increases the speed
and efficiency of file access in AFS. Each AFS client machine dedicates a
portion of its local disk or memory to a cache where it stores data temporarily.
Whenever an application program (such as a text editor) running on a client
machine requests data from an AFS file, the request passes through the Cache
Manager. The Cache Manager is a portion of the client machine’s kernel that
translates file requests from local application programs into cross-network
requests to the File Server process running on the file server machine storing
the file. When the Cache Manager receives the requested data from the File
Server, it stores it in the cache and then passes it on to the application
program.

Caching improves the speed of data delivery to application programs in the
following ways:

¢ When the application program repeatedly asks for data from the same file,
it is already on the local disk. The application does not have to wait for the
Cache Manager to request and receive the data from the File Server.

* Caching data eliminates the need for repeated request and transfer of the
same data, so network traffic is reduced. Thus, initial requests and other
traffic can get through more quickly.

While caching provides many advantages, it also creates the problem of
maintaining consistency among the many cached copies of a file and the
source version of a file. This problem is solved using a mechanism referred to
as a callback.
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A callback is a promise by a File Server to a Cache Manager to inform the
latter when a change is made to any of the data delivered by the File Server.
Callbacks are used differently based on the type of file delivered by the File
Server:

* When a File Server delivers a writable copy of a file (from a read/write
volume) to the Cache Manager, the File Server sends along a callback with
that file. If the source version of the file is changed by another user, the File
Server breaks the callback associated with the cached version of that
file—indicating to the Cache Manager that it needs to update the cached
copy.

* When a File Server delivers a file from a read-only volume to the Cache
Manager, the File Server sends along a callback associated with the entire
volume (so it does not need to send any more callbacks when it delivers
additional files from the volume). Only a single callback is required per
accessed read-only volume because files in a read-only volume can change
only when a new version of the complete volume is released. All callbacks
associated with the old version of the volume are broken at release time.

The callback mechanism ensures that the Cache Manager always requests the
most up-to-date version of a file. However, it does not ensure that the user
necessarily notices the most current version as soon as the Cache Manager has
it. That depends on how often the application program requests additional
data from the File System or how often it checks with the Cache Manager.

AFS Server Processes and the Cache Manager

As mentioned in I'Servers and Clients” an page 5, AFS file server machines
run a number of processes, each with a specialized function. One of the main
responsibilities of a system administrator is to make sure that processes are
running correctly as much of the time as possible, using the administrative
services that the server processes provide.

The following list briefly describes the function of each server process and the
Cache Manager; the following sections then discuss the important features in
more detail.

The File Server, the most fundamental of the servers, delivers data files from
the file server machine to local workstations as requested, and stores the files
again when the user saves any changes to the files.

The Basic OverSeer Server (BOS Server) ensures that the other server processes
on its server machine are running correctly as much of the time as possible,
since a server is useful only if it is available. The BOS Server relieves system
administrators of much of the responsibility for overseeing system operations.
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The Authentication Server helps ensure that communications on the network
are secure. It verifies user identities at login and provides the facilities
through which participants in transactions prove their identities to one
another (mutually authenticate). It maintains the Authentication Database.

The Protection Server helps users control who has access to their files and
directories. Users can grant access to several other users at once by putting
them all in a group entry in the Protection Database maintained by the
Protection Server.

The Volume Server performs all types of volume manipulation. It helps the
administrator move volumes from one server machine to another to balance
the workload among the various machines.

The Volume Location Server (VL Server) maintains the Volume Location
Database (VLDB), in which it records the location of volumes as they move
from file server machine to file server machine. This service is the key to
transparent file access for users.

The Update Server distributes new versions of AFS server process software and
configuration information to all file server machines. It is crucial to stable
system performance that all server machines run the same software.

The Backup Server maintains the Backup Database, in which it stores
information related to the Backup System. It enables the administrator to back
up data from volumes to tape. The data can then be restored from tape in the
event that it is lost from the file system.

The Salvager is not a server in the sense that others are. It runs only after the
File Server or Volume Server fails; it repairs any inconsistencies caused by the
failure. The system administrator can invoke it directly if necessary.

The Network Time Protocol Daemon (NTPD) is not an AFS server process per se,
but plays a vital role nonetheless. It synchronizes the internal clock on a file
server machine with those on other machines. Synchronized clocks are
particularly important for correct functioning of the AFS distributed database
technology (known as Ubik); see

UConfiguring the Cell for Proper 11hild
Operation” on page 83 The NTPD is controlled by the runntp process.

The Cache Manager is the one component in this list that resides on AFS client
rather than file server machines. It not a process per se, but rather a part of
the kernel on AFS client machines that communicates with AFS server
processes. Its main responsibilities are to retrieve files for application
programs running on the client and to maintain the files in the cache.
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The File Server

The File Server is the most fundamental of the AFS server processes and runs
on each file server machine. It provides the same services across the network
that the UNIX file system provides on the local disk:

* Delivering programs and data files to client workstations as requested and
storing them again when the client workstation finishes with them.

* Maintaining the hierarchical directory structure that users create to organize
their files.

* Handling requests for copying, moving, creating, and deleting files and
directories.

* Keeping track of status information about each file and directory (including
its size and latest modification time).

* Making sure that users are authorized to perform the actions they request
on particular files or directories.

* Creating symbolic and hard links between files.
* Granting advisory locks (corresponding to UNIX locks) on request.

The Basic OverSeer Server

The Basic OverSeer Server (BOS Server) reduces the demands on system
administrators by constantly monitoring the processes running on its file
server machine. It can restart failed processes automatically and provides a
convenient interface for administrative tasks.

The BOS Server runs on every file server machine. Its primary function is to
minimize system outages. It also

* Constantly monitors the other server processes (on the local machine) to
make sure they are running correctly.

* Automatically restarts failed processes, without contacting a human
operator. When restarting multiple server processes simultaneously, the BOS
server takes interdependencies into account and initiates restarts in the
correct order.

* Accepts requests from the system administrator. Common reasons to
contact BOS are to verify the status of server processes on file server
machines, install and start new processes, stop processes either temporarily
or permanently, and restart dead processes manually.

* Helps system administrators to manage system configuration information.
The BOS server automates the process of adding and changing server
encryption keys, which are important in mutual authentication. The BOS
Server also provides a simple interface for modifying two files that contain
information about privileged users and certain special file server machines.
For more details about these configuration files, see

7
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The Authentication Server

The Authentication Server performs two main functions related to network

security:

* Verifying the identity of users as they log into the system by requiring that
they provide a password. The Authentication Server grants the user a foken
as proof to AFS server processes that the user has authenticated. For more
on tokens, see ”

* Providing the means through which server and client processes prove their
identities to each other (mutually authenticate). This helps to create a secure
environment in which to send cross-network messages.

In fulfilling these duties, the Authentication Server utilizes algorithms and
other procedures known as Kerberos (which is why many commands used to
contact the Authentication Server begin with the letter k). This technology
was originally developed by the Massachusetts Institute of Technology’s
Project Athena.

The Authentication Server also maintains the Authentication Database, in which
it stores user passwords converted into encryption key form as well as the
AFS server encryption key. To learn more about the procedures AFS uses to
verify user identity and durmg mutual authentication, see /A Mare Detailed

”

The Protection Server

The Protection Server is the key to AFS’s refinement of the normal UNIX
methods for protecting files and directories from unauthorized use. The
refinements include the following:

* Defining seven access permissions rather than the standard UNIX file
system’s three. In conjunction with the UNIX mode bits associated with
each file and directory element, AFS associates an access control list (ACL)
with each directory. The ACL specifies which users have which of the seven
specific permissions for the directory and all the files it contains. For a
definition of AFS’s seven access permissions and how users can set them on

access control lists, see !Chapter 15 Managing Access Contral Tists” o

* Enabling users to grant permissions to numerous individual users—a
different combination to each individual if desired. UNIX protection
distinguishes only between three user or groups: the owner of the file,
members of a single specified group, and everyone who can access the local
file system.

* Enabling users to define their own groups of users, recorded in the
Protection Database maintained by the Protection Server. The groups then
appear on directories” access control lists as though they were individuals,
which enables the granting of permissions to many users simultaneously.
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* Enabling system administrators to create groups containing client machine
IP addresses to permit access when it originates from the specified client
machines. These types of groups are useful when it is necessary to adhere
to machine-based licensing restrictions.

The Protection Server’s main duty is to help the File Server determine if a
user is authorized to access a file in the requested manner. The Protection
Server creates a list of all the groups to which the user belongs. The File
Server then compares this list to the ACL associated with the file’s parent
directory. A user thus acquires access both as an individual and as a member
of any groups.

The Protection Server also maps usernames (the name typed at the login
prompt) to AFS user ID numbers (AFS UIDs). These UIDs are functionally
equivalent to UNIX UlDs, but operate in the domain of AFS rather than in the
UNIX file system on a machine’s local disk. This conversion service is
essential because the tokens that the Authentication Server grants to
authenticated users are stamped with usernames (to comply with Kerberos
standards). The AFS server processes identify users by AFS UID, not by
username. Before they can understand whom the token represents, they need
the Protection Server to translate the username into an AFS UID. For further

discussion of tokens, see YA More Detailed Look at Mutual Authentication” onl

The Volume Server

The Volume Server provides the interface through which you create, delete,
move, and replicate volumes, as well as prepare them for archiving to tape or
other media (backing up). [Naolumes” on page 74 explained the advantages
gained by storing files in volumes. Creating and deleting volumes are
necessary when adding and removing users from the system; volume moves
are done for load balancing; and replication enables volume placement on

”

mu1t151e file server machines (for more on replication, see [Replication” arl

The Volume Location (VL) Server

The VL Server maintains a complete list of volume locations in the Volume
Location Database (VLDB). When the Cache Manager (see
Manager” on page 16) begins to fill a file request from an application
program, it first contacts the VL Server in order to learn which file server
machine currently houses the volume containing the file. The Cache Manager
then requests the file from the File Server process running on that file server
machine.

The VLDB and VL Server make it possible for AFS to take advantage of the
increased system availability gained by using multiple file server machines,
because the Cache Manager knows where to find a particular file. Indeed, in a
certain sense the VL Server is the keystone of the entire file system—when the
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information in the VLDB is inaccessible, the Cache Manager cannot retrieve
files, even if the File Server processes are working properly. A list of the
information stored in the VLDB about each volume is provided in

The Update Server
The Update Server helps guarantee that all file server machines are running the
same version of a server process. System performance can be inconsistent if

some machines are running one version of the BOS Server (for example) and
other machines were running another version.

To ensure that all machines run the same version of a process, install new
software on a single file server machine of each system type, called the binary
distribution machine for that type. The binary distribution machine runs the
server portion of the Update Server, whereas all the other machines of that type
run the client portion of the Update Server. The client portions check frequently
with the server portion to see if they are running the right version of every
process; if not, the client portion retrieves the right version from the binary
distribution machine and installs it locally. The system administrator does not
need to remember to install new software individually on all the file server
machines: the Update Server does it automatically. For more on binary

distribution machines, see I'Binary Distribution Machines” on page 7d.

In cells that run the United States edition of AFS, the Update Server also
distributes configuration files that all file server machines need to store on
their local disks (for a description of the contents and purpose of these files,
see Kmmmﬁonﬁgm&mﬁl&mﬁ&ﬁ&nﬂ@xe@q&m.p&gﬂd)
As with server process software, the need for consistent system performance
demands that all the machines have the same version of these files. With the
United States edition, the system administrator needs to make changes to
these files on one machine only, the cell’s system control machine, which runs a
server portion of the Update Server. All other machines in the cell run a client
portion that accesses the correct versions of these configuration files from the
system control machine. Cells running the international edition of AFS do not
use a system control machine to distribute conflguratlon files. For more
information, see "

The Backup Server

The Backup Server maintains the information in the Backup Database. The
Backup Server and the Backup Database enable administrators to back up
data from AFS volumes to tape and restore it from tape to the file system if
necessary. The server and database together are referred to as the Backup
System.

Administrators initially configure the Backup System by defining sets of
volumes to be dumped together and the schedule by which the sets are to be
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dumped. They also install the system’s tape drives and define the drives’ Tape
Coordinators, which are the processes that control the tape drives.

Once the Backup System is configured, user and system data can be dumped
from volumes to tape. In the event that data is ever lost from the system (for
example, if a system or disk failure causes data to be lost), administrators can
restore the data from tape. If tapes are periodically archived, or saved, data
can also be restored to its state at a specific time. Additionally, because
Backup System data is difficult to reproduce, the Backup Database itself can
be backed up to tape and restored if it ever becomes corrupted. For more
information on configuring and using the Backup System, see

br\nfignring the AFS Backup System” on page 211l and
The Salvager

The Salvager differs from other AFS Servers in that it runs only at selected
times. The BOS Server invokes the Salvager when the File Server, Volume
Server, or both fail. The Salvager attempts to repair disk corruption that can
result from a failure.

As a system administrator, you can also invoke the Salvager as necessary,
even if the File Server or Volume Server has not failed. See
The Network Time Protocol Daemon

The Network Time Protocol Daemon (NTPD) is not an AFS server process per se,
but plays an important role. It helps guarantee that all of the file server
machines agree on the time. The NTPD on one file server machine acts as a
synchronization site, generally learning the correct time from a source outside
the cell. The NTPDs on the other file server machines refer to the
synchronization site to set the internal clocks on their machines.

Keeping clocks synchronized is particularly important to the correct operation
of AFS’s distributed database technology, which coordinates the copies of the
Authentication, Backup, Protection, and Volume Location Databases; see

d icati ini i ” . Client machines
also refer to these clocks for the correct time; therefore, it is less confusing if
all file server machines have the same time. For more technical detail about
the NTPD, see I'The runntp Pracess” on page 122

The Cache Manager
As already mentioned in I!‘Caching and Callbacks” on page 9, the Cache

Manager is the one component in this section that resides on client machines
rather than on file server machines. It is not technically a stand-alone process,
but rather a set of extensions or modifications in the client machine’s kernel
that enable communication with the server processes running on server
machines. Its main duty is to translate file requests (made by application
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programs on client machines) into remote procedure calls (RPCs) to the File
Server. (The Cache Manager first contacts the VL Server to find out which File
Server currently houses the volume that contains a requested file, as
mentioned in [‘The Volume T.acation (V1) Server” on page 14), When the
Cache Manager receives the requested file, it caches it before passing data on
to the application program.

The Cache Manager also tracks the state of files in its cache compared to the
version at the File Server by storing the callbacks sent by the File Server.
When the File Server breaks a callback, indicating that a file or volume
changed, the Cache Manager requests a copy of the new version before
providing more data to application programs.
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Chapter 2. Issues in Cell Configuration and Administration

This chapter discusses many of the issues to consider when configuring and
administering a cell, and directs you to detailed related information available
elsewhere in this guide. It is assumed vou are already familiar with the

material in EChapter 1 An Querview of AFS Administration” on page 1l

It is best to read this chapter before installing your cell’s first file server
machine or performing any other administrative task.

Differences between AFS and UNIX: A Summary

AFS behaves like a standard UNIX file system in most respects, while also
making file sharing easy within and between cells. This section describes
some differences between AFS and the UNIX file system, referring you to
more detailed information as appropriate.

Differences in File and Directory Protection

AFS augments the standard UNIX file protection mechanism in two ways: it
associates an access control list (ACL) with each directory, and it enables users
to define a large number of their own groups, which can be placed on ACLs.

AFS uses ACLs to protect files and directories, rather than relying exclusively
on the mode bits. This has several implications, which are discussed further in
the indicated sections:

* AFS ACLs use seven access permissions rather than the three UNIX mode

bits. See 'The AFS ACT Permissions” an page 547,

* For directories, AFS ignores the UNIX mode bits. For files, AFS uses only
the first set of mode bits (the owner bits) , and their meaning interacts with
permissions on the directory’s ACL. See 'How AFS Interprets the TINTX

”

* A directory’s ACL protects all of the files in a directory in the same manner.
To apply a more restrictive set of AFS permissions to certain file, place it in
directory with a different ACL.

* Moving a file to a different directory changes its protection. See
['Differences Between UFES and AFS Data Protection” on page 54§,

* An ACL can include about 20 entries granting different combinations of
permissions to different users or groups, rather than only the three UNIX
entities represented by the three sets of mode bits. See [Differences Betweer

LLES—M@CJM ” .
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* You can designate an AFS file as write-only as in the UNIX file system, by
setting only the w (write) mode bit. You cannot designate an AFS director
as write-only, because AFS ignores the mode bits on a directory. See mi’
IAES Interprets the UNTX Mode Bits” on page 561l

AFS enables users to define the groups of other users. Placing these groups on
ACLs extends the same permissions to a number of exactly specified users at
the same time, which is much more convenient than placing the individuals
on the ACLs directly. See I‘Chapter 14_Administering the Protection Database’]

There are also system-defined groups, system:anyuser and system:authuser,
whose presence on an ACL extends access to a wide range of users at once.
See ! ” and 4 ”

Differences in Authentication

Just as the AFS filespace is distinct from each machine’s local file system, AFS
authentication is separate from local login. This has two practical implications,

which are discussed further in Lsing an AES-modified login Tltility” onl

* To access AFS files, users must both log into the local machine’s UNIX file
system and authenticate with the AFS authentication service. (Logging into
the local UNIX file system is necessary because the AFS filespace is
accessed through the Cache Manager, which resides in the local machine’s
kernel.)

AFS provides a modified login utility for each system type that
accomplishes both local login and AFS authentication in one step, based on
a single password. If you choose not to use the AFS-modified login utility,
your users must login and authenticate in separate steps, as detailed in the
IBM AFS User Guide.

* Passwords are stored in two separate places: the Authentication Database
for AFS and each machine’s local password file (/etc/passwd or equivalent)
for the UNIX file system. A user’s passwords in the two places can differ if
desired, though the resulting behavior depends on whether and how the
cell is using an AFS-modified login utility.

Differences in the Semantics of Standard UNIX Commands

This section summarizes how AFS modifies the functionality of some UNIX
commands.

The chmod command
Only members of the system:administrators group can use this
command to turn on the setuid, setgid or sticky mode bits on AFS

flles For more information, see [Determining if a Client Can Runl

”
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The chown command
Only members of the system:administrators group can issue this
command on AFS files.

The chgrp command
Only members of the system:administrators can issue this command
on AFS files and directories.

The ftpd daemon
The AFS-modified version of this daemon attempts to authenticate

remote issuers of the ftp command with the local AFS authentication
service. See 1 Tqing LINIX Remote Services in the AES Environment’l

The groups command
If the user’s AFS tokens are associated with a process authentication
group (PAG), the output of this command sometimes includes two
large numbers. To learn about PAGs, see L. i
PAG” on page 51l

The inetd daemon
The AFS-modified version of this daemon authenticates remote issuers

of the AFS-modified rcp and rsh commands with the local AFS
authentication service. See I’L Ising IINIX Remote Services in the AFE9

The login utility
AFS-modified login utilities both log the issuer into the local file
system and authenticate the user with the AFS authentication service.

See I'llsing an AFS-madified login tility” an page 52.
The In command

This command cannot create hard links between files in different AFS
directories. See I”(Wpah'ng Hard Tinks” on page 29

The rcp command
The AFS-modified version of this command enables the issuer to
access files on the remote machine as an authenticated AFS user. See
[1 Tqing TINTX Remote Services in the AFS Environment” on page 64

The rlogind daemon
The AFS-modified version of this daemon authenticates remote issuers
of the rlogin command with the local AFS authentication service. See
[1 Jsing UNTX Remote Services in the AFES Environment” on page 64

The AFS distribution for some system types possibly does not include
a modified rlogind program. See the IBM AFS Release Notes.

The remsh or rsh command
The AFS-modified version of this command enables the issuer to
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execute commands on the remote machine as an authenticated AFS
user. See 1 Iqing UNIX Remate Services in the AFS Environment” onl

The AFS version of the fsck Command

Never run the standard UNIX fsck command on an AFS file server machine.
It does not understand how the File Server organizes volume data on disk,
and so moves all AFS data into the lost+found directory on the partition.

Instead, use the version of the fsck program that is included in the AFS
distribution. The IBM AFS Quick Beginnings explains how to replace the
vendor-supplied fsck program with the AFS version as you install each server
machine.

The AFS version functions like the standard fsck program on data stored on
both UFS and AFS partitions. The appearance of a banner like the following
as the fsck program initializes confirms that you are running the correct one:

--- AFS (R) version fsck---

where version is the AFS version. For correct results, it must match the AFS
version of the server binaries in use on the machine.

If you ever accidentally run the standard version of the program, contact AFS
Product Support immediately. It is sometimes possible to recover volume data
from the lost+found directory.

Creating Hard Links

AFS does not allow hard links (created with the UNIX In command) between
files that reside in different directories, because in that case it is unclear which
of the directory’s ACLs to associate with the link.

AFS also does not allow hard links to directories, in order to keep the file
system organized as a tree.

It is possible to create symbolic links (with the UNIX In -s command) between
elements in two different AFS directories, or even between an element in AFS
and one in a machine’s local UNIX file system. Do not create a symbolic link
to a file whose name begins with either a number sign (#) or a percent sign
(%), however. The Cache Manager interprets such links as a mount point to a
regular or read/write volume, respectively.

AFS Implements Save on Close

When an application issues the UNIX close system call on a file, the Cache
Manager performs a synchronous write of the data to the File Server that
maintains the central copy of the file. It does not return control to the
application until the File Server has acknowledged receipt of the data. For the
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fsync system call, control does not return to the application until the File
Server indicates that it has written the data to non-volatile storage on the file
server machine.

When an application issues the UNIX write system call, the Cache Manager
writes modifications to the local AFS client cache only. If the local machine
crashes or an application program exits without issuing the close system call,
it is possible that the modifications are not recorded in the central copy of the
file maintained by the File Server. The Cache Manager does sometimes write
this type of modified data from the cache to the File Server without receiving
the close or fsync system call, for example if it needs to free cache chunks for
new data. However, it is not generally possible to predict when the Cache
Manager transfers modified data to the File Server in this way.

The implication is that if an application’s Save option invokes the write
system call rather than close or fsync, the changes are not necessarily stored
permanently on the File Server machine. Most application programs issue the
close system call for save operations, as well as when they finish handling a
file and when they exit.

Setuid Programs
Set the UNIX setuid bit only for the local superuser root; this does not present
an automatic security risk: the local superuser has no special privilege in AFS,
but only in the local machine’s UNIX file system and kernel.

Any file can be marked with the setuid bit, but only members of the
system:administrators group can issue the chown system call or the
/etc/chown command.

The fs setcell command determines whether setuid programs that originate in

a foreign cell can run on a given client machine. See 'Determining if a Clien

Choosing a Cell Name

This section explains how to choose a cell name and explains why choosing
an appropriate cell name is important.

Your cell name must distinguish your cell from all others in the AFS global
namespace. By conventions, the cell name is the second element in any AFS
pathname; therefore, a unique cell name guarantees that every AFS pathname
uniquely identifies a file, even if cells use the same directory names at lower
levels in their local AFS filespace. For example, both the ABC Corporation cell
and the State University cell can have a home directory for the user pat,
because the pathnames are distinct: /afs/abc.com/usr/pat and
/afs/stateu.edu/usr/pat.
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By convention, cell names follow the ARPA Internet Domain System
conventions for site names. If you are already an Internet site, then it is
simplest to choose your Internet domain name as the cellname.

If you are not an Internet site, it is best to choose a unique Internet-style
name, particularly if you plan to connect to the Internet in the future. AFS
Product Support is available for help in selecting an appropriate name. There
are a few constraints on AFS cell names:

* It can contain as many as 64 characters, but shorter names are better
because the cell name frequently is part of machine and file names. If your
cell name is long, you can reduce pathname length by creating a symbolic
link to the complete cell name, at the second level in your file tree. See

7 ”

* To guarantee it is suitable for different operating system types, the cell
name can contain only lowercase characters, numbers, underscores, dashes,
and periods. Do not include command shell metacharacters.

* It can include any number of fields, which are conventionally separated by
periods (see the examples below).

* It must end in a suffix that indicates the type of institution it is, or the
country in which it is situated. The following are some of the standard
suffixes:

.com For businesses and other commercial organizations. Example:
abc.com for the ABC Corporation cell.

.edu  For educational institutions such as universities. Example:
stateu.edu for the State University cell.

.gov  For United States government institutions.
.mil  For United States military installations.

Other suffixes are available if none of these are appropriate. You can learn
about suffixes by calling the Defense Data Network [Internet] Network
Information Center in the United States at (800) 235-3155. The NIC can also
provide you with the forms necessary for registering your cell name as an
Internet domain name. Registering your name prevents another Internet site
from adopting the name later.

How to Set the Cell Name

The cell name is recorded in two files on the local disk of each file server and
client machine. Among other functions, these files define the machine’s cell
membership and so affect how programs and processes run on the machine;
see 'Why Choosing the Appropriate Cell Name is Important” on page 25. The
procedure for setting the cell name is different for the two types of machines.

For file server machines, the two files that record the cell name are the
[usr/afs/etc/ThisCell and /usr/afs/etc/CellServDB files. As described more
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explicitly in the IBM AFS Quick Beginnings, you set the cell name in both by
issuing the bos setcellname command on the first file server machine you
install in your cell. It is not usually necessary to issue the command again. If
you run the United States edition of AFS and use the Update Server, it
distributes its copy of the ThisCell and CellServDB files to additional server
machines that you install. If you use the international edition of AFS, the IBM
AFS Quick Beginnings explains how to copy the files manually.

For client machines, the two files that record the cell name are the
lusr/vice/etc/ThisCell and /usr/vice/etc/CellServDB files. You create these files
on a per-client basis, either with a text editor or bV copvmg them onto the
machine from a central source in AFS. See L

” for details.

Change the cell name in these files only when you want to transfer the
machine to a different cell (it can only belong to one cell at a time). If the
machine is a file server, follow the complete set of instructions in the IBM AFS
Quick Beginnings for configuring a new cell. If the machine is a client, all you
need to do is change the files appropriately and reboot the machine. The next
section explains further the negative consequences of changing the name of an
existing cell.

To set the default cell name used by most AFS commands without changing
the local /usr/vice/etc/ThisCell file, set the AFSCELL environment variable in
the command shell. It is worth setting this variable if you need to complete
significant administrative work in a foreign cell.

Note: The fs checkservers and fs mkmount commands do not use the
AFSCELL variable. The fs checkservers command always defaults to
the cell named in the ThisCell file, unless the -cell argument is used.
The fs mkmount command defaults to the cell in which the parent
directory of the new mount point resides.

Why Choosing the Appropriate Cell Name is Important

Take care to select a cell name that is suitable for long-term use. Changing a
cell name later is complicated. An appropriate cell name is important because
it is the second element in the pathname of all files in a cell’s file tree. Because
each cell name is unique, its presence in an AFS pathname makes the
pathname unique in the AFS global namespace, even if multiple cells use
similar filespace organization at lower levels. For instance, it means that every
cell can have a home directory called /afs/cellnamelust/pat without causing a
conflict. The presence of the cell name in pathnames also means that users in
every cell use the same pathname to access a file, whether the file resides in
their local cell or in a foreign cell.
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Another reason to choose the correct cell name early in the process of
installing your cell is that the cell membership defined in each machine’s
ThisCell file affects the performance of many programs and processes
running on the machine. For instance, AFS commands (fs, kas, pts and vos
commands) by default execute in the cell of the machine on which they are
issued. The command interpreters check the ThisCell file on the local disk
and then contact the database server machines listed in the CellServDB file
for the indicated cell (the bos commands work differently because the issuer
always has to name of the machine on which to run the command).

The ThisCell file also determines the cell for which a user receives an AFS
token when he or she logs in to a machine. The cell name also plays a role in
security. As it converts a user password into an encryption key for storage in
the Authentication Database, the Authentication Server combines the
password with the cell name found in the ThisCell file. AFS-modified login
utilities use the same algorithm to convert the user’s password into an
encryption key before contacting the Authentication Server to obtain a token
for the user. (For a description of how AFS’s security system uses encryption
keys, see YA Mare Detailed T ack at Mutual Authentication” on page 61

This method of converting passwords into encryption keys means that the
same password results in different keys in different cells. Even if a user uses
the same password in multiple cells, obtaining a user’s token from one cell
does not enable unauthorized access to the user’s account in another cell.

If you change the cell name, you must change the ThisCell and CellServDB
files on every server and client machine. Failure to change them all can
prevent login, because the encryption keys produced by the login utility do
not match the keys stored in the Authentication Database. In addition, many
commands from the AFS suites do not work as expected.

Participating in the AFS Global Namespace

Participating in the AFS global namespace makes your cell’s local file tree
visible to AFS users in foreign cells and makes other cells’ file trees visible to
your local users. It makes file sharing across cells just as easy as sharing
within a cell. This section outlines the procedures necessary for participating
in the global namespace.

* Participation in the global namespace is not mandatory. Some cells use AFS
primarily to facilitate file sharing within the cell, and are not interested in
providing their users with access to foreign cells.

* Making your file tree visible does not mean making it vulnerable. You
control how foreign users access your cell using the same protection

mechamsms that control local users’ access. See I!Granting and Denying

”
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* The two aspects of participation are independent. A cell can make its file
tree visible without allowing its users to see foreign cells’ file trees, or can
enable its users to see other file trees without advertising its own.

* You make your cell visible to others by advertising your database server

machines. See EMaking Your Cell Visible to Others’].

* You control access to foreign cells on a per-client machine basis. In other
words, it is possible to make a foreign cell acce851ble from one chent
machine in your cell but not another. See L
What the Global Namespace Looks Like

The AFS global namespace appears the same to all AFS cells that participate
in it, because they all agree to follow a small set of conventions in
constructing pathnames.

The first convention is that all AFS pathnames begin with the string /afs to
indicate that they belong to the AFS global namespace.

The second convention is that the cell name is the second element in an AFS
pathname; it indicates where the file resides (that is, the cell in which a file
server machine houses the file). As noted, the presence of a cell name in
pathnames makes the global namespace possible, because it guarantees that
all AFS pathnames are unique even if cells use the same directory names at
lower levels in their AFS filespace.

What appears at the third and lower levels in an AFS pathname depends on
how a cell has chosen to arrange its filespace. There are some suggested
conventional directories at the third level; see Z

Making Your Cell Visible to Others

You make your cell visible to others by advertising your cell name and
database server machines. Just like client machines in the local cell, the Cache
Manager on machines in foreign cells use the information to reach your cell’s
Volume Location (VL) Servers when they need volume and file location
information. Similarly, client-side authentication programs running in foreign
cells use the information to contact your cell’s authentication service.

There are two places you can make this information available:

* In the global CellServDB file maintained by the AFS Product Support
group. This file lists the name and database server machines of every cell
that has agreed to make this information available to other cells.

To add or change your cell’s listing in this file, have the official support
contact at your site call or write to AFS Product Support. Changes to the
file are frequent enough that AFS Product Support does not announce each
one. It is a good policy to check the file for changes on a regular schedule.
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* Afile called CellServDB.local in the /afs/cellnamel/service/etc directory of
your cell’s filespace. List only your cell’s database server machines.

Update the files whenever you change the identity of your cell’s database
server machines. Also update the copies of the CellServDB files on all of your
server machines (in the /usr/afs/etc directory) and client machines (in the

[usr/vice/etc dlrectorv) For 1nstruct10ns, see LMa.l.n.ta.an.g_the_Semeﬂ

” and L

ARG )

Once you have advertised your database server machines, it can be difficult to
make your cell invisible again. You can remove the CellServDB.local file and
ask AFS Product Support to remove your entry from the global CellServDB
file, but other cells probably have an entry for your cell in their local
CellServDB files already. To make those entries invalid, you must change the
names or IP addresses of your database server machines.

Your cell does not have to be invisible to be inaccessible, however. To make
your cell completely inaccessible to foreign users, remove the system:anyuser
oroup from all ACLs at the top three levels of your filespace; see m

”

Making Other Cells Visible in Your Cell

To make a foreign cell’s filespace visible on a client machine in your cell,
perform the following three steps:

1. Mount the cell’s root.cell volume at the second level in your cell’s
filespace just below the /afs directory. Use the fs mkmount command with

the -cell argument as instructed in I’Ta create a cellular mount point” on

2. Mount AFS at the /afs directory on the client machine. The afsd program,
which initializes the Cache Manager, performs the mount automatically at
the directory named in the first field of the local /usr/vice/etc/cacheinfo file
or by the command’s -mountdir argument. Mounting AFS at an alternate
location makes it impossible to reach the filespace of any cell that mounts
its root.afs and root.cell volumes at the conventional locations. See
Mmmww ” .

3. Create an entry for the cell in the list of database server machines which
the Cache Manager maintains in kernel memory.

The /usr/vice/etc/CellServDB file on every client machine’s local disk lists
the database server machines for the local and foreign cells. The afsd
program reads the contents of the CellServDB file into kernel memory as
it initializes the Cache Manager. You can also use the fs newcell command
to add or alter entrles in kernel memory directly between reboots of the
machine. See ataba
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Note that making a foreign cell visible to client machines does not guarantee
that your users can access its filespace. The ACLs in the foreign cell must also
grant them the necessary permissions.

Granting and Denying Foreign Users Access to Your Cell

Making your cell visible in the AFS global namespace does not take away
your control over the way in which users from foreign cells access your file
tree.

By default, foreign users access your cell as the user anonymous, which
means they have only the permissions granted to the system:anyuser group
on each directory’s ACL. Normally these permissions are limited to the 1
(lookup) and r (read) permissions.

There are two ways to grant wider access to foreign users:

* Grant additional permissions to the system:anyuser group on certain ACLs.
Keep in mind, however, that all users can then access that directory in the
indicated way (not just specific foreign users you have in mind).

* Create a local authentication account for specific foreign users, by creating
entries in the Protection and Authentication Databases and local password
file. It is not possible to place foreign usernames on ACLs, nor to
authenticate in a foreign cell without having an account in it.

Configuring Your AFS Filespace

This section summarizes the issues to consider when configuring your AFS
filespace. For a discussion of creating volumes that correspond most efficiently
to the filespace’s directory structure, see L i i i

”

Note for Windows users: Windows uses a backslash ( \ ) rather than a
forward slash (/) to separate the elements in a pathname. The hierarchical
organization of the filespace is however the same as on a UNIX machine.

AFS pathnames must follow a few conventions so the AFS global namespace
looks the same from any AFS client machine. There are corresponding
conventions to follow in building your file tree, not just because pathnames
reflect the structure of a file tree, but also because the AFS Cache Manager
expects a certain configuration.

The Top /afs Level

The first convention is that the top level in your file tree be called the /afs
directory. If you name it something else, then you must use the -mountdir
argument with the afsd program to get Cache Managers to mount AFS

properly. You cannot participate in the AFS global namespace in that case.
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The Second (Cellname) Level

The second convention is that just below the /afs directory you place
directories corresponding to each cell whose file tree is visible and accessible
from the local cell. Minimally, there must be a directory for the local cell. Each
such directory is a mount point to the indicated cell’s root.cell volume. For
example, in the ABC Corporation cell, /afs/abc.com is a mount point for the
cell’s own root.cell volume and stateu.edu is a mount point for the State
University cell’s root.cell volume. The fs Ismount command displays the
mount points.

% fs 1smount /afs/abc.com

'/afs/abc.com' is a mount point for volume '#root.cell’

% fs 1smount /afs/stateu.edu
'/afs/stateu.edu' is a mount point for volume '#stateu.edu:root.cell’

To reduce the amount of typing necessary in pathnames, you can create a
symbolic link with an abbreviated name to the mount point of each cell your
users frequently access (particularly the home cell). In the ABC Corporation
cell, for instance, /afs/abc is a symbolic link to the /afs/abc.com mount point,
as the fs Ismount command reveals.

% fs T1smount /afs/abc
'/afs/abc' is a symbolic link, leading to a mount point for volume '#root.cell'

The Third Level

You can organize the third level of your cell’s file tree any way you wish. The
following list describes directories that appear at this level in the conventional
configuration:

common
This directory contains programs and files needed by users working
on machines of all system types, such as text editors, online
documentation files, and so on. Its /etc subdirectory is a logical place
to keep the central update sources for files used on all of your cell’s
client machines, such as the ThisCell and CellServDB files.

public A directory accessible to anyone who can access your filespace,
because its ACL grants the 1 (lookup) and r (read) permissions to the
system:anyuser group. It is useful if you want to enable your users to
make selected information available to everyone, but do not want to
grant foreign users access to the contents of the usr directory which
houses user home directories ( and is also at this level). It is
conventional to create a subdirectory for each of your cell’s users.

service
This directory contains files and subdirectories that help cells
coordinate resource sharing. For a list of the proposed standard files
and subdirectories to create, call or write to AFS Product Support.
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sys_type

usr

As an example, files that other cells expect to find in this directory’s
etc subdirectory can include the following:

* CellServDB.export, a list of database server machines for many
cells

e CellServDB.local, a list of the cell’s own database server machines

* passwd, a copy of the local password file (/etc/passwd or
equivalent) kept on the local disk of the cell’s client machines

* group, a copy of the local groups file (/etc/group or equivalent)
kept on the local disk of the cell’s client machines

A separate directory for storing the server and client binaries for each
system type you use in the cell. Configuration is simplest if you use
the system type names assigned in the AFS distribution, particularly if
you w1sh to use the @sys variable in pathnames (see LUsmg_the@s;ﬁ

a ). The IBM AFS Release Notes lists
the conventional name for each supported system type.

Within each such directory, create directories named bin, etc, usr, and
so on, to store the programs normally kept in the /bin, /etc and /usr
directories on a local disk. Then create symbolic links from the local

directories on client machines into AFS; see /Canfiguring the Lacal

Disk” on page 40. Even if you do not choose to use symbolic links in

this way, it can be convenient to have central copies of system binaries
in AFS. If binaries are accidentally removed from a machine, you can
recopy them onto the local disk from AFS rather than having to
recover them from tape

This directory contains home directories for your local users. As
discussed in the previous entry for the public directory, it is often
practical to protect this directory so that only locally authenticated
users can access it. This keeps the contents of your user’s home
directories as secure as possible.

If your cell is quite large, directory lookup can be slowed if you put
all home directories in a single usr directory. For suggestions on
distributing user home directories among multiple grouping

directories, see I'Grouping Home Directories” on page 46.

wsadmin

This directory contains prototype, conflguratlon and hbrary flles for
use w1th the package program. See [

”
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Creating Volumes to Simplify Administration

This section discusses how to create volumes in ways that make administering
your system easier.

At the top levels of your file tree (at least through the third level), each
directory generally corresponds to a separate volume. Some cells also
configure the subdirectories of some third level directories as separate
volumes. Common examples are the /afs/cellname/common and
{afs/cellnamelusr directories.

You do not have to create a separate volume for every directory level in a
tree, but the advantage is that each volume tends to be smaller and easier to
move for load balancing. The overhead for a mount point is no greater than
for a standard directory, nor does the volume structure itself require much
disk space. Most cells find that below the fourth level in the tree, using a
separate volume for each directory is no longer efficient. For instance, while
each user’s home directory (at the fourth level in the tree) corresponds to a
separate volume, all of the subdirectories in the home directory normally
reside in the same volume.

Keep in mind that only one volume can be mounted at a given directory
location in the tree. In contrast, a volume can be mounted at several locations,
though this is not recommended because it distorts the hierarchical nature of
the file tree, potentially causing confusion.

Assigning Volume Names

You can name your volumes anything you choose, subject to a few
restrictions:

* Read/write volume names can be up to 22 characters in length. The
maximum length for volume names is 31 characters, and there must be
room to add the .readonly extension on read-only volumes.

* Do not add the .readonly and .backup extensions to volume names
yourself, even if they are appropriate. The Volume Server adds them
automatically as it creates a read-only or backup version of a volume.

* There must be volumes named root.afs and root.cell, mounted respectively
at the top (/afs) level in the filespace and just below that level, at the cell’s
name (for example, at /afs/abc.com in the ABC Corporation cell).

Deviating from these names only creates confusion and extra work.
Changing the name of the root.afs volume, for instance, means that you
must use the -rootvol argument to the afsd program on every client
machine, to name the alternate volume.

Similarly, changing the root.cell volume name prevents users in foreign
cells from accessing your filespace, if the mount point for your cell in their
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filespace refers to the conventional root.cell name. Of course, this is one
way to make your cell invisible to other cells.

It is best to assign volume names that indicate the type of data they contain,
and to use similar names for volumes with similar contents. It is also helpful
if the volume name is similar to (or at least has elements in common with) the
name of the directory at which it is mounted. Understanding the pattern then
enables you accurately to guess what a volume contains and where it is
mounted.

Many cells find that the most effective volume naming scheme puts a
common prefix on the names of all related volumes. describes the
recommended prefixing scheme.

Table 1. Suggested volume prefixes

Prefix Contents Example Name | Example Mount Point

common. |popular programs and | common.etc [afs/cellname/common/etc
files

src. source code src.afs [afs/cellnamel/src/afs

proj. project data proj.portafs lafs/cellnamelproj/portafs

test. testing or other test.smith [afs/cellnamelusr/smith/test
temporary data

user. user home directory  |user.terry [afs/cellnamelusr/terry
data

sys_type. programs compiled rs_aix42.bin [afs/cellnamelrs_aix42/bin

for an operating
system type

is a more specific example for a cell’s rs_aix42 system volumes and
directories:

Table 2. Example volume-prefixing scheme

Example Name Example Mount Point

rs_aix42.bin lafs/cellnamelrs_aix42/bin/afs/cell/rs_aix42/bin
rs_aix42.etc lafs/cellnamelrs_aix42/etc

rs_aix42.usr lafs/cellnamelrs_aix42/usr

rs_aix42.usr.afsws lafs/cellnamelrs_aix42/usr/afsws
rs_aix42.usr.lib lafs/cellnamelrs_aix42/usr/lib

rs_aix42.usr.bin lafs/cellnamelrs_aix42/usr/bin

rs_aix42.usr.etc lafs/cellnamelrs_aix42/ust/etc

rs_aix42.usr.inc lafs/cellnamelrs_aix42/usr/inc
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Table 2. Example volume-prefixing scheme (continued)

Example Name Example Mount Point
rs_aix42.usr.man /afs/cellnamelrs_aix42/usr/man
rs_aix42.usr.sys [afs/cellnamelrs_aix42/ust/sys
rs_aix42.usr.local lafs/cellnamelrs_aix42/usr/local

There are several advantages to this scheme:
* The volume name is similar to the mount point name in the filespace. In all

of the entries in [[ahle 2 on page 33, for example, the only difference
between the volume and mount point name is that the former uses periods
as separators and the latter uses slashes. Another advantage is that the
volume name indicates the contents, or at least suggests the directory on
which to issue the 1s command to learn the contents.

* It makes it easy to manipulate groups of related volumes at one time. In
particular, the vos backupsys command’s -prefix argument enables you to
create a backup version of every volume whose name starts with the same
string of characters. Making a backup version of each volume is one of the
first steps in backing up a volume with the AFS Backup System, and doing
it for many volumes with one command saves youa good deal of typing.
For instructions for creating backup volumes, see

Molumes” on page 158, For information on the AFS Backup System, see
[Chapter 6 Configuring the AFS Backup System” on page 211 and

7 . : ”

* It makes it easy to group related volumes together on a partition. Grouping
related volumes together has several advantages of its own, discussed in

TSRS ey

Grouping Related Volumes on a Partition

If your cell is large enough to make it practical, consider grouping related
volumes together on a partition. In general, you need at least three file server
machines for volume grouping to be effective. Grouping has several
advantages, which are most obvious when the file server machine becomes
inaccessible:

* If you keep a hardcopy record of the volumes on a partition, you know
which volumes are unavailable. You can keep such a record without
grouping related volumes, but a list composed of unrelated volumes is
much harder to maintain. Note that the record must be on paper, because
the outage can prevent you from accessing an online copy or from issuing
the vos listvol command, which gives you the same information.

* The effect of an outage is more localized. For example, if all of the binaries
for a given system type are on one partition, then only users of that system
type are affected. If a partition houses binary volumes from several system
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types, then an outage can affect more people, particularly if the binaries
that remain available are interdependent with those that are not available.

The advantages of grouping related volumes on a partition do not necessarily
extend to the grouping of all related volumes on one file server machine. For
instance, it is probably unwise in a cell with two file server machines to put
all system volumes on one machine and all user volumes on the other. An
outage of either machine probably affects everyone.

Admittedly, the need to move volumes for load balancing purposes can limit
the practicality of grouping related volumes. You need to weigh the
complementary advantages case by case.

When to Replicate Volumes

As discussed in EReplication” on page d, replication refers to making a copy,

or clone, of a read/write source volume and then placing the copy on one or
more additional file server machines. Replicating a volume can increase the
availability of the contents. If one file server machine housing the volume
becomes inaccessible, users can still access the copy of the volume stored on a
different machine. No one machine is likely to become overburdened with
requests for a popular file, either, because the file is available from several
machines.

However, replication is not appropriate for all cells. If a cell does not have
much disk space, replication can be unduly expensive, because each clone not
on the same partition as the read/write source takes up as much disk space as
its source volume did at the time the clone was made. Also, if you have only
one file server machine, replication uses up disk space without increasing
availability.

Replication is also not appropriate for volumes that change frequently. You
must issue the vos release command every time you need to update a
read-only volume to reflect changes in its read /write source.

For both of these reasons, replication is appropriate only for popular volumes
whose contents do not change very often, such as system binaries and other
volumes mounted at the upper levels of your filespace. User volumes usually
exist only in a read/write version since they change so often.

If you are replicating any volumes, you must replicate the root.afs and
root.cell volumes, preferably at two or three sites each (even if your cell only
has two or three file server machines). The Cache Manager needs to pass
through the directories corresponding to the root.afs and root.cell volumes as
it interprets any pathname. The unavailability of these volumes makes all
other volumes unavailable too, even if the file server machines storing the
other volumes are still functioning.
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Another reason to replicate the root.afs volume is that it can lessen the load
on the File Server machine. The Cache Manager has a bias to access a
read-only version of the root.afs volume if it is replicate, which puts the
Cache Manager onto the read-only path through the AFS filespace. While on
the read-only path, the Cache Manager attempts to access a read-only copy of
replicated volumes. The File Server needs to track only one callback per Cache
Manager for all of the data in a read-only volume, rather than the one
callback per file it must track for read/write volumes. Fewer callbacks
translate into a smaller load on the File Server.

If the root.afs volume is not replicated, the Cache Manager follows a
read/write path through the filespace, accessing the read /write version of
each volume. The File Server distributes and tracks a separate callback for
each file in a read/write volume, imposing a greater load on it.

For more on read /write and read-only paths, see ‘The Rules of Mount Poin{

It also makes sense to replicate system binary volumes in many cases, as well
as the volume corresponding to the /afs/cellname/usr directory and the
volumes corresponding to the /afs/cellname/common directory and its
subdirectories.

It is a good idea to place a replica on the same partition as the read/write
source. In this case, the read-only volume is a clone (like a backup volume): it
is a copy of the source volume’s vnode index, rather than a full copy of the
volume contents. Only if the read/write volume moves to another partition or
changes substantially does the read-only volume consume significant disk
space. Read-only volumes kept on other partitions always consume the full
amount of disk space that the read/write source consumed when the
read-only volume was created.

The Default Quota and ACL on a New Volume

Every AFS volume has associated with it a quota that limits the amount of
disk space the volume is allowed to use. To set and change quota, use the
commands described in £ i i

EJ.ZLQ.D_FM ” .

By default, every new volume is assigned a space quota of 5000 KB blocks
unless you include the -maxquota argument to the vos create command. Also
by default, the ACL on the root directory of every new volume grants all
permissions to the members of the system:administrators group. To learn how
to change these values when creating an account with individual commands,

see ocreate one user account with ind dual commands
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When using uss commands to create accounts, you can spec1fy alternate ACL
and quota values in the template file’s V instruction; see
tith the V Instruction” on page 454

Configuring Server Machines

This section discusses some issues to consider when configuring server
machines, which store AFS data, transfer it to client machines on request, and
house the AFS administrative databases. To learn about client machines, see

" . . . . 7

If your cell has more than one AFS server machine, you can configure them to
perform specialized functions. A machine can assume one or more of the roles
described in the following list. For more details, see I“The Eour Roles for Fild

”

* A simple file server machine runs only the processes that store and deliver
AFS files to client machines. You can run as many simple file server
machines as you need to satisfy your cell’s performance and disk space
requirements.

* A database server machine runs the four database server processes that
maintain AFS’s replicated administrative databases: the Authentication,
Backup, Protection, and Volume Location (VL) Server processes.

* A binary distribution machine distributes the AFS server binaries for its
system type to all other server machines of that system type.

* The single system control machine distributes common server configuration
files to all other server machines in the cell, in a cell that runs the United
States edition of AFS (cells that use the international edition of AFS must
not use the system control machine for this purpose). The machine
conventionally also serves as the time synchronization source for the cell,
adjusting its clock according to a time source outside the cell.

The IBM AFS Quick Beginnings explains how to configure your cell’s first file
server machine to assume all four roles. The IBM AFS Quick Beginnings
chapter on installing additional server machines also explains how to
configure them to perform one or more roles.

Replicating the AFS Administrative Databases

The AFS administrative databases are housed on database server machines
and store information that is crucial for correct cell functioning. Both server
processes and Cache Managers access the information frequently:

* Every time a Cache Manager fetches a file from a directory that it has not
previously accessed, it must look up the file’s location in the Volume
Location Database (VLDB).

* Every time a user obtains an AFS token from the Authentication Server, the
server looks up the user’s password in the Authentication Database.

Chapter 2. Issues in Cell Configuration and Administration 37



* The first time that a user accesses a volume housed on a specific file server
machine, the File Server contacts the Protection Server for a list of the user’s
group memberships as recorded in the Protection Database.

* Every time you back up a volume using the AFS Backup System, the
Backup Server creates records for it in the Backup Database.

Maintaining your cell is simplest if the first machine has the lowest IP address
of any machine you plan to use as a database server machine. If you later
decide to use a machine with a lower IP address as a database server
machine, you must update the CellServDB file on all clients before
introducing the new machine.

If your cell has more than one server machine, it is best to run more than one
as a database server machine (but more than three are rarely necessary).
Replicating the administrative databases in this way yields the same benefits
as replicating volumes: increased availability and reliability. If one database
server machine or process stops functioning, the information in the database
is still available from others. The load of requests for database information is
spread across multiple machines, preventing any one from becoming
overloaded.

Unlike replicated volumes, however, replicated databases do change
frequently. Consistent system performance demands that all copies of the
database always be identical, so it is not acceptable to record changes in only
some of them. To synchronize the copies of a database, the database server
processes use AFS’s distributed database technology, Ubik. See

”

If your cell has only one file server machine, it must also serve as a database
server machine. If you cell has two file server machines, it is not always
advantageous to run both as database server machines. If a server, process, or
network failure interrupts communications between the database server
processes on the two machines, it can become impossible to update the
information in the database because neither of them can alone elect itself as
the synchronization site.

AFS Files on the Local Disk

It is generally simplest to store the binaries for all AFS server processes in the

lusr/afs/bin directory on every file server machine, even if some processes do

not actively run on the machine. This makes it easier to reconfigure a machine
to fill a new role.

For security reasons, the /usr/afs directory on a file server machine and all of
its subdirectories and files must be owned by the local superuser root and
have only the first w (write) mode bit turned on. Some files even have only
the first r (read) mode bit turned on (for example, the /usr/afs/etc/KeyFile file,
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which lists the AFS server encryption keys). Each time the BOS Server starts,
it checks that the mode bits on certain files and directories match the expected
values. For a list, see the IBM AFS Quick Beginnings section about protecting
sensitive AFS directories, or the discussion of the output from the bos status

command in I“To display the status of server processes and their BosConfig)
| | : ” J 2 EI

For a description of the contents of all AFS directories on a file server
machine’s local disk, see £ — S

Configuring Partitions to Store AFS Data

The partitions that house AFS volumes on a file server machine must be
mounted at directories named

Ivicepindex

where index is one or two lowercase letters. By convention, the first AFS
partition created is mounted at the /vicepa directory, the second at the /vicepb
directory, and so on through the /vicepz directory. The names then continue
with /vicepaa through /vicepaz, /vicepba through /vicepbz, and so on, up to
the maximum supported number of server partitions, which is specified in the
IBM AFS Release Notes.

Each /vicepx directory must correspond to an entire partition or logical
volume, and must be a subdirectory of the root directory ( / ). It is not
acceptable to configure part of (for example) the /usr partition as an AFS
server partition and mount it on a directory called /usr/vicepa.

Also, do not store non-AFS files on AFS server partitions. The File Server and
Volume Server expect to have available all of the space on the partition.
Sharing space also creates competition between AFS and the local UNIX file
system for access to the partition, particularly if the UNIX files are frequently
used.

Monitoring, Rebooting and Automatic Process Restarts

AFS provides several tools for monitoring the File Server, including the scout
and afsmonitor programs. You can configure them to alert you when certain
threshold values are exceeded, for example when a server partition is more

than 95% full. See 'Chapter 8 Monitoring and Auditing AFS Performance” onl

Rebooting a file server machine requires shutting down the AFS processes and
so inevitably causes a service outage. Reboot file server machines as

infreguentlﬁ as possible. For instructions, see Rebooting a Server Machine’l
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By default, the BOS Server on each file server machine stops and immediately
restarts all AFS server processes on the machine (including itself) once a week,
at 4:00 a.m. on Sunday. This reduces the potential for the core leaks that can
develop as any process runs for an extended time.

The BOS Server also checks each morning at 5:00 a.m. for any newly installed
binary files in the /usr/afs/bin directory. It compares the timestamp on each
binary file to the time at which the corresponding process last restarted. If the
timestamp on the binary is later, the BOS Server restarts the corresponding
process to start using it.

The default times are in the early morning hours when the outage that results
from restarting a process is likely to disturb the fewest number of people. You
can display the restart times for each machine with the bos getrestart
command, and set them with the bos setrestart command. The latter
command enables you to disable automatic restarts entirely, by setting the

time to never. See ['Setting the BOS Server’s Restart Times” on page 13d.

Configuring Client Machines

This section summarizes issues to consider as you install and configure client
machines in your cell.

Configuring the Local Disk

You can often free up significant amounts of local disk space on AFS client
machines by storing standard UNIX files in AFS and creating symbolic links
to them from the local disk. The @sys pathname variable can be useful in

links to system-specific files; see llsing the @sys Variable in Pathnames” onl

There are two types of files that must actually reside on the local disk: boot
sequence files needed before the afsd program is invoked, and files that can
be helpful during file server machine outages.

During a reboot, AFS is inaccessible until the afsd program executes and
initializes the Cache Manager. (In the conventional configuration, the AFS
initialization file is included in the machine’s initialization sequence and
invokes the afsd program.) Files needed during reboot prior to that point
must reside on the local disk. They include the following, but this list is not
necessarily exhaustive.

» Standard UNIX utilities including the following or their equivalents:

— Machine initialization files (stored in the /etc or /sbin directory on many
system types)

— The fstab file

— The mount command binary
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— The umount command binary

* All subdirectories and files in the /usr/vice directory, including the
following:

— The /ust/vice/cache directory

— The /usr/vice/etc/afsd command binary
— The /usr/vice/etc/cacheinfo file

— The /usr/vice/etc/CellServDB file

— The /usr/vice/etc/ThisCell file

For more 1nformat10n on these files, see !Configuration and Cache-Related

7

The other type of files and programs to retain on the local disk are those you
need when diagnosing and fixing problems caused by a file server outage,
because the outage can make inaccessible the copies stored in AFS. Examples
include the binaries for a text editor (such as ed or vi) and for the fs and bos
commands. Store copies of AFS command binaries in the /usr/vice/etc
directory as well as including them in the /ust/afsws directory, which is
normally a link into AFS. Then place the /ust/afsws directory before the
lusr/vice/etc directory in users” PATH environment variable definition. When
AFS is functioning normally, users access the copy in the /usr/afsws directory,
which is more likely to be current than a local copy.

You can automate the configuration of client machine local disks by using the
package program, which updates the contents of the local disk to match a

configuration file. See 'Chapter 11 Canfiguring Client Machines with thd

”

Enabling Access to Foreign Cells

As detailed in Making Qther Cells Visible in Your Cell” an page 28, you
enable the Cache Manager to access a cell’s AFS filespace by storing a list of
the cell’s database server machines in the local /ust/vice/etc/CellServDB file.
The Cache Manager reads the list into kernel memory at reboot for faster
retrieval. You can change the list in kernel memory between reboots by using
the fs newcell command. It is often practical to store a central version of the
CellServDB file in AFS and use the package program perlodlcally to update
each client’s version with the source copy. See L

Dﬂahas&smmmupagﬂs%- ” .

Because each client machine maintains its own copy of the CellServDB file,
you can in theory enable access to different foreign cells on different client
machines. This is not usually practical, however, especially if users do not
always work on the same machine.
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Using the @sys Variable in Pathnames

When creating symbolic links into AFS on the local disk, it is often practical to
use the @sys variable in pathnames. The Cache Manager automatically
substitutes the local machine’s AFS system name (CPU/operating system
type) for the @sys variable. This means you can place the same links on
machines of various system types and still have each machine access the
binaries for its system type. For example, the Cache Manager on a machine
running AIX 4.2 converts /afs/abc.com/@sys to /afs/abc.com/rs_aix42, whereas
a machine running Solaris 7 converts it to /afs/abc.com/sun4x_57.

If you want to use the @sys variable, it is simplest to use the conventional AFS
system type names as specified in the IBM AFS Release Notes. The Cache
Manager records the local machine’s system type name in kernel memory
during initialization. If you do not use the conventional names, you must use
the fs sysname command to change the value in kernel memory from its
default just after Cache Manager initialization, on every client machine of the
relevant system type. The fs sysname command also displays the current
value; see 1Di i i ”

In pathnames in the AFS filespace itself, use the @sys variable carefully and
sparingly, because it can lead to unexpected results. It is generally best to
restrict its use to only one level in the filespace. The third level is a common
choice, because that is where many cells store the binaries for different
machine types.

Multiple instances of the @sys variable in a pathname are especially
dangerous to people who must explicitly change directories (with the cd
command, for example) into directories that store binaries for system types
other than the machine on which they are working, such as administrators or
developers who maintain those directories. After changing directories, it is
recommended that such people verify they are in the desired directory.

Setting Server Preferences

The Cache Manager stores a table of preferences for file server machines in
kernel memory. A preference rank pairs a file server machine interface’s IP
address with an integer in the range from 1 to 65,534. When it needs to access
a file, the Cache Manager compares the ranks for the interfaces of all
machines that house the file, and first attempts to access the file via the
interface with the best rank. As it initializes, the Cache Manager sets default
ranks that bias it to access files via interfaces that are close to it in terms of
network topology. You can adjust the preference ranks to improve
performance if you wish.
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The Cache Manager also uses similar preferences for Volume Location (VL)
Server machines. Use the fs getserverprefs command to display preference
ranks and the fs setserverprefs command to set them. See
Berver Preference Ranks” an page 404

Configuring AFS User Accounts

This section discusses some of the issues to consider when configuring AFS
user accounts. Because AFS is separate from the UNIX file system, a user’s
AFS account is separate from her UNIX account.

The preferred method for creating a user account is with the uss suite of
commands. With a single command, you can create all the components of one
or many accounts, after you have prepared a template file that guides the
account creation. See

17

Alternatively, you can issue the individual commands that create each
component of an account. For instructions, along with instructions for
removing user accounts and changmg user passwords user volume quotas
and usernames, see “

When users leave your system, it is often good policy to remove their
accounts. Instructions appear in

t‘Deleting Individual Accounts with the usd
Helete Command” an page 479 and ERemaoving a User Account” an page 514,

An AFS user account consists of the following components, which are
described in greater detail in [The (’nmprmpnts of an AFS Tlser Acconnt” anl

* A Protection Database entry

* An Authentication Database entry

¢ A volume

* A home directory at which the volume is mounted

* Ownership of the home directory and full permissions on its ACL

* An entry in the local password file (/etc/passwd or equivalent) of each
machine the user needs to log into

* Optionally, standard files and subdirectories that make the account more
useful

By creating some components but not others, you can create accounts at
dlfferent levels of functlonahty, usmg either uss commands as described in

El.u.te_on_pa.gem or md1v1dua1 commands as described in m

. The levels of functionality include

the following
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* An authentication-only account enables the user to obtain AFS tokens and so
to access protected AFS data and to issue privileged commands. It consists
only of entries in the Authentication and Protection Database. This type of
account is suitable for administrative accounts and for users from foreign
cells who need to access protected data. Local users generally also need a
volume and home directory.

e A basic user account includes a volume for the user, in addition to
Authentication and Protection Database entries. The volume is mounted in
the AFS filespace as the user’s home directory, and provides a repository for
the user’s personal files.

* A full account adds configuration files for basic functions such as logging in,
printing, and mail delivery to a basic account, making it more convenient
and useful. For a discussion of some useful types of configuration files, see

" . . . 17

If your users have UNIX user accounts that predate the introduction of AFS in
the cell, you possibly want to convert them into AFS accounts. There are three
main issues to consider:

* Making UNIX and AFS UIDs match
* Setting the password field in the local password file appropriately
* Moving files from the UNIX file system into AFS

For further dlscussmn see LCanxenhng_Emshn.g_LUkLLX_Amaunis_m.tbms_ad

Choosing Usernames and Naming Other Account Components
This section suggests schemes for choosing usernames, AFS UlDs, user
volume names and mount point names, and also outlines some restrictions on
your choices.

Usernames

AFS imposes very few restrictions on the form of usernames. It is best to keep
usernames short, both because many utilities and applications can handle
usernames of no more than eight characters and because by convention many
components of and AFS account incorporate the name. These include the
entries in the Protection and Authentication Databases, the volume, and the
mount point. Depending on your electronic mail delivery system, the
username can become part of the user’s mailing address. The username is also
the string that the user types when logging in to a client machine.

Some common choices for usernames are last names, first names, initials, or a
combination, with numbers sometimes added. It is also best to avoid using
the following characters, many of which have special meanings to the
command shell.

e The comma (,)
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* The colon ( : ), because AFS reserves it as a field separator in protection
group names; see t'The Two Types of User-Defined Groups” on page 5d

* The semicolon ( ;)

* The "at-sign” ( @ ); this character is reserved for Internet mailing addresses
* Spaces

* The newline character

* The period ( . ); it is conventional to use this character only in the special
username that an administrator adopts while performing privileged tasks,
such as pat.admin

AFS UIDs and UNIX UIDs

AFS associates a unique identification number, the AFS UID, with every
username, recording the mapping in the user’s Protection Database entry. The
AFS UID functions within AFS much as the UNIX UID does in the local file
system: the AFS server processes and the Cache Manager use it internally to
identify a user, rather than the username.

Every AFS user also must have a UNIX UID recorded in the local password
file (/etc/passwd or equivalent) of each client machine they log onto. Both
administration and a user’s AFS access are simplest if the AFS UID and UNIX
UID match. One important consequence of matching UIDs is that the owner
reported by the Is -1 command matches the AFS username.

It is usually best to allow the Protection Server to allocate the AFS UID as it
creates the Protection Database entry. However, both the pts createuser
command and the uss commands that create user accounts enable you to
assign AFS UIDs explicitly. This is appropriate in two cases:

* You wish to group together the AFS UIDs of related users

* You are converting an existing UNIX account into an AFS account and want
to make the AFS UID match the existing UNIX UID

After the Protection Server initializes for the first time on a cell’s first file
server machine, it starts assigning AFS UIDs at a default value. To change the
default before creating any user accounts, or at any time, use the pts setmax
command to reset the max user id counter. To display the counter, use the pts

listmax command. See [‘Displaying and Setting the AFS 111D and GIT

”

AFS reserves one AFS UID, 32766, for the user anonymous. The AFS server
processes assign this identity and AFS UID to any user who does not possess
a token for the local cell. Do not assign this AFS UID to any other user or
hardcode its current value into any programs or a file’s owner field, because it
is subject to change in future releases.
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User Volume Names

Like any volume name, a user volume’s base (read/write) name cannot
exceed 22 characters in length or include the .readonly or .backup extension.
See I - - — — . By
convention, user volume names have the format user.username. Using the user.
prefix not only makes it easy to identify the volume’s contents, but also to
create a backup version of all user volumes by issuing a single vos backupsys
command.

Mount Point Names

By convention, the mount point for a user’s volume is named after the
username. Many cells follow the convention of mounting user volumes in the
lafs/cellnamelusr directory, as discussed in [‘The Third Level” on page 30, Very
large cells sometimes find that mounting all user volumes in the same
directory slows directory lookup, however; for suggested alternatives, see the
following section.

Grouping Home Directories

Mounting user volumes in the /afs/cellnamelusr directory is an
AFS-appropriate variation on the standard UNIX practice of putting user
home directories under the /usr subdirectory. However, cells with more than a
few hundred users sometimes find that mounting all user volumes in a single
directory results in slow directory lookup. The solution is to distribute user
volume mount points into several directories; there are a number of
alternative methods to accomplish this.

* Distribute user home directories into multiple directories that reflect
organizational divisions, such as academic or corporate departments. For
example, a company can create group directories called usr/marketing,
usr/research, usr/finance. A good feature of this scheme is that knowing a
user’s department is enough to find the user’s home directory. Also, it
makes it easy to set the ACL to limit access to members of the department
only. A potential drawback arises if departments are of sufficiently unequal
size that users in large departments experience slower lookup than users in
small departments. This scheme is also not appropriate in cells where users
frequently change between divisions.

* Distribute home directories into alphabetic subdirectories of the usr
directory (the usr/a subdirectory, the usr/b subdirectory, and so on), based
on the first letter of the username. If the cell is very large, create
subdirectories under each letter that correspond to the second letter in the
user name. This scheme has the same advantages and disadvantages of a
department-based scheme. Anyone who knows the user’s username can
find the user’s home directory, but users with names that begin with
popular letters sometimes experience slower lookup.
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* Distribute home directories randomly but evenly into more than one
grouping directory. One cell that uses this scheme has over twenty such
directories called the usrl directory, the usr2 directory, and so on. This
scheme is especially appropriate in cells where the other two schemes do
not seem feasible. It eliminates the potential problem of differences in
lookup speed, because all directories are about the same size. Its
disadvantage is that there is no way to guess which directory a given user’s
volume is mounted in, but a solution is to create a symbolic link in the
regular usr directory that references the actual mount point. For example, if
user smith’s volume is mounted at the /afs/bigcell.com/usr17/smith
directory, then the /afs/bigcell.com/usr/smith directory is a symbolic link to
the ../usr17/smith directory. This way, if someone does not know which
directory the user smith is in, he or she can access it through the link called
usr/smith; people who do know the appropriate directory save lookup time
by specifying it.

For instructions on how to implement the various schemes when using the
uss program to create user accounts, see LBLenlgLDsmbuhn.ngser_H.omd
Directories with the G Instruction” on page 457 and l!Creating a Volume witH

Making a Backup Version of User Volumes Available

Mounting the backup version of a user’s volume is a simple way to enable
users themselves to restore data they have accidentally removed or deleted. It
is conventional to mount the backup version at a subdirectory of the user’s
home directory (called perhaps the OldFiles subdirectory), but other schemes
are possible. Once per day you create a new backup version to capture the
changes made that day, overwriting the previous day’s backup version with
the new one. Users can always retrieve the previous day’s copy of a file
without your assistance, freeing you to deal with more pressing tasks.

Users sometimes want to delete the mount point to their backup volume,
because they erroneously believe that the backup volume’s contents count
against their quota. Remind them that the backup volume is separate, so the
only space it uses in the user volume is the amount needed for the mount
point.

For further discussion of backup volumes, see [‘Backing 1Ip AFS Data” onl
page 64 and !Creating Backup Volumes” on page 158.

Creating Standard Files in New AFS Accounts

From your experience as a UNIX administrator, you are probably familiar
with the use of login and shell initialization files (such as the .login and .cshrc
files) to make an account easier to use.

It is often practical to add some AFS-specific directories to the definition of
the user’s PATH environment variable, including the following:
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* The path to a bin subdirectory in the user’s home directory for binaries the
user has created (that is, /afs/cellnamelusr/ username/bin)

* The /usr/afsws/bin path, which conventionally includes programs like fs,
klog, kpasswd, pts, tokens, and unlog

* The /usr/afsws/etc path, if the user is an administrator; it usually houses the
AFS command suites that require privilege (the backup, butc, kas, uss, vos
commands), the package program, and others

If you are not using an AFS-modified login utility, it can be helpful to users to
invoke the klog command in their .login file so that they obtain AFS tokens
as part of logging in. In the following example command sequence, the first
line echoes the string k1og to the standard output stream, so that the user
understands the purpose of the Password: prompt that appears when the
second line is executed. The -setpag flag associates the new tokens with a
process authentication group (PAG), which is discussed further in

”

echo -n "klog "
klog -setpag

The following sequence of commands has a similar effect, except that the
pagsh command forks a new shell with which the PAG and tokens are
associated.
pagsh
echo -n "klog
klog

If you use an AFS-modified login utility, this sequence is not necessary,
because such utilities both log a user in locally and obtain AFS tokens.

Using AFS Protection Groups

AFS enables users to define their own groups of other users or machines. The
groups are placed on ACLs to grant the same permissions to many users
without listing each user individually. For group creation instructions, see

s 2

Groups have AFS ID numbers, just as users do, but an AFS group ID (GID) is
a negative integer whereas a user’s AFS UID is a positive integer. By default,
the Protection Server allocates a new group’s AFS GID automatically, but
members of the system:administrators group can assign a GID when issuing
the pts creategroup command. Before explicitly assigning a GID, it is best to
verify that it is not already in use.

A group cannot belong to another group, but it can own another group or

even itself as long as it (the owning group) has at least one member. The
current owner of a group can transfer ownership of the group to another user
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or group, even without the new owner’s permission. At that point the former
owner loses administrative control over the group.

By default, each user can create 20 groups. A system administrator can
increase or decrease this group creation quota with the pts setfields
command.

Each Protection Database entry (group or user) is protected by a set of five
privacy flagswhich limit who can administer the entry and what they can do.
The default privacy flags are fairly restrictive, especially for user entries. See

7 . ”

The Three System Groups

As the Protection Server initializes for the first time on a cell’s first database
server machine, it automatically creates three group entries: the
system:anyuser, system:authuser, and system:administrators groups.

The first two system groups are unlike any other groups in the Protection
Database in that they do not have a stable membership:

* The system:anyuser group includes everyone who can access a cell’s AFS
filespace: users who have tokens for the local cell, users who have logged
in on a local AFS client machine but not obtained tokens (such as the local
superuser root), and users who have connected to a local machine from
outside the cell. Placing the system:anyuser group on an ACL grants access
to the widest possible range of users. It is the only way to extend access to
users from foreign AFS cells that do not have local accounts.

¢ The system:authuser group includes everyone who has a valid token
obtained from the cell’s AFS authentication service.

Because the groups do not have a stable membership, the pts membership
command produces no output for them. Similarly, they do not appear in the
list of groups to which a user belongs.

The system:administrators group does have a stable membership, consisting
of the cell’s privileged administrators. Members of this group can issue any
pts command, and are the only ones who can issue several other restricted
commands (such as the chown command on AFS files). By default, they also
implicitly have the a (administer) and 1 (lookup) permissions on every ACL
in the filespace. For information about changing this default, see

For a discussion of how to use system groups effectively on ACLs, see [1Ising

Groups on ACIs” on page 550.
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The Two Types of User-Defined Groups

All users can create regular groups. A regular group name has two fields
separated by a colon, the first of which must indicate the group’s ownership.
The Protection Server refuses to create or change the name of a group if the
result does not accurately indicate the ownership.

Members of the system:administrators group can create prefix-less groups
whose names do not have the first field that indicates ownership. For
suggestions on using the two types of groups effectively, see m

”

Login and Authentication in AFS

As explained in tDﬁemncesm.Auihm:.h.cathnn_pa.ge_Zd, AFS
authentication is separate from UNIX authentication because the two file
systems are separate. The separation has two practical implications:

* To access AFS files, users must both log into the local file system and
authenticate with the AFS authentication service. (Logging into the local file
system is necessary because the only way to access the AFS filespace is
through a Cache Manager, which resides in the local machine’s kernel.)

* Passwords are stored in two separate places: in the Authentication Database
for AFS and in the each machine’s local password file (the /etc/passwd file
or equivalent) for the local file system.

When a user successfully authenticates, the AFS authentication service passes
a token to the user’s Cache Manager. The token is a small collection of data
that certifies that the user has correctly provided the password associated
with a particular AFS identity. The Cache Manager presents the token to AFS
server processes along with service requests, as proof that the user is genuine.
To learn about the mutual authentication procedure they use to establish
identity, see L i ication”

The Cache Manager stores tokens in the user’s credential structure in kernel
memory. To distinguish one user’s credential structure from another’s, the
Cache Manager identifies each one either by the user’s UNIX UID or by a
process authentication group (PAG), which is an identification number
guaranteed to be unique in the cell. For further discussion, see

AFS Tokens by PAG” on page 51l

A user can have only one token per cell in each separately identified
credential structure. To obtain a second token for the same cell, the user must
either log into a different machine or obtain another credential structure with
a different identifier than any existing credential structure, which is most
easily accomplished by issuing the pagsh command (see [ldentifying AES

“ ). In a single credential structure, a user can have
one token for each of many cells at the same time. As this implies,
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authentication status on one machine or PAG is independent of authentication
status on another machine or PAG, which can be very useful to a user or
system administrator.

The AFS distribution includes library files that enable each system type’s login
utility to authenticate users with AFS and log them into the local file system
in one step. If you do not configure an AFS-modified login utility on a client
machine, its users must issue the klog command to authenticate with AFS
after logging in.

Note: The AFS-modified libraries do not necessarily support all features
available in an operating system’s proprietary login utility. In some
cases, it is not possible to support a utility at all. For more information
about the supported utilities in each AFS version, see the IBM AFS
Release Notes.

Identifying AFS Tokens by PAG

As noted, the Cache Manager identifies user credential structures either by
UNIX UID or by PAG. Using a PAG is preferable because it guaranteed to be
unique: the Cache Manager allocates it based on a counter that increments
with each use. In contrast, multiple users on a machine can share or assume
the same UNIX UID, which creates potential security problems. The following
are two common such situations:

* The local superuser root can always assume any other user’s UNIX UID
simply by issuing the su command, without providing the user’s password.
If the credential structure is associated with the user’s UNIX UID, then
assuming the UID means inheriting the AFS tokens.

* Two users working on different NFS client machines can have the same
UNIX UID in their respective local file systems. If they both access the same
NEFS/AFS Translator machine, and the Cache Manager there identifies them
by their UNIX UID, they become indistinguishable. To eliminate this
problem, the Cache Manager on a translator machine automatically
generates a PAG for each user and uses it, rather than the UNIX UID, to tell
users apart.

Yet another advantage of PAGs over UlDs is that processes spawned by the
user inherit the PAG and so share the token; thus they gain access to AFS as
the authenticated user. In many environments, for example, printer and other
daemons run under identities (such as the local superuser root) that the AFS
server processes recognize only as the anonymous user. Unless PAGs are
used, such daemons cannot access files for which the system:anyuser group
does not have the necessary ACL permissions.

Once a user has a PAG, any new tokens the user obtains are associated with
the PAG. The PAG expires two hours after any associated tokens expire or are
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discarded. If the user issues the klog command before the PAG expires, the
new token is associated with the existing PAG (the PAG is said to be recycled
in this case).

AFS-modified login utilities automatically generate a PAG, as described in the
following section. If you use a standard login utility, your users must issue
the pagsh command before the klog command, or include the latter

command s -setpag flag. For instructions, see LUsm.giALoﬁ.te.p_ng.m_a.nd

”

Users can also use either command at any time to create a new PAG. The
difference between the two commands is that the klog command replaces the
PAG associated with the current command shell and tokens. The pagsh
command initializes a new command shell before creating a new PAG. If the
user already had a PAG, any running processes or jobs continue to use the
tokens associated with the old PAG whereas any new jobs or processes use
the new PAG and its associated tokens. When you exit the new shell (by
pressing <Ctrl-d>, for example), you return to the original PAG and shell. By
default, the pagsh command initializes a Bourne shell, but you can include
the -c argument to initialize a C shell (the /bin/csh program on many system
types) or Korn shell (the /bin/ksh program) instead.

Using an AFS-modified login Utility
As previously mentioned, an AFS-modified login utility simultaneously
obtains an AFS token and logs the user into the local file system. This section
outlines the login and authentication process and its interaction with the value
in the password field of the local password file.

An AFS-modified login utility performs a sequence of steps similar to the

following; details can vary for different operating systems:

1. It checks the user’s entry in the local password file (the /etc/passwd file or
equivalent).

2. If no entry exists, or if an asterisk ( * ) appears in the entry’s password
field, the login attempt fails. If the entry exists, the attempt proceeds to the
next step.

3. The utility obtains a PAG.

4. The utility converts the password provided by the user into an encryption
key and encrypts a packet of data with the key. It sends the packet to the
AFS authentication service (the AFS Authentication Server in the
conventional configuration).

5. The authentication service decrypts the packet and, depending on the
success of the decryptlon judges the password to be correct or 1ncorrect

For more details, see ion’
w-)
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* If the authentication service judges the password incorrect, the user does
not receive an AFS token. The PAG is retained, ready to be associated
with any tokens obtained later. The attempt proceeds to Step .

* If the authentication service judges the password correct, it issues a
token to the user as proof of AFS authentication. The login utility logs
the user into the local UNIX file system. Some login utilities echo the
following banner to the screen to alert the user to authentication with
AFS. Step B is skipped.

AFS(R) version Login
6. If no AFS token was granted in Step w, the login utility

attempts to log the user into the local file system, by comparing the
password provided to the local password file.

* If the password is incorrect or any value other than an encrypted
13-character string appears in the password field, the login attempt fails.

* If the password is correct, the user is logged into the local file system
only.

As indicated, when you use an AFS-modified login utility, the password field
in the local password file is no longer the primary gate for access to your
system. If the user provides the correct AFS password, then the program
never consults the local password file. However, you can still use the
password field to control access, in the following way:

* To prevent both local login and AFS authentication, place an asterisk ( * ) in
the field. This is useful mainly in emergencies, when you want to prevent a
certain user from logging into the machine.

* To prevent login to the local file system if the user does not provide the
correct AFS password, place a character string of any length other than the
standard thirteen characters in the field. This is appropriate if you want to
permit only people with local AFS accounts to login on your machines. A
single X or other character is the most easily recognizable way to do this.

* To enable a user to log into the local file system even after providing an
incorrect AFS password, record a standard UNIX encrypted password in
the field by issuing the standard UNIX password-setting command (passwd
or equivalent).

Systems that use a Pluggable Authentication Module (PAM) for login and AFS
authentication do not necessarily consult the local password file at all, in
which case they do not use the password field to control authentication and
login attempts. Instead, instructions in the PAM configuration file (on many
system types, /etc/pam.conf) fill the same function. See the instructions in the
IBM AFS Quick Beginnings for installing AFS-modified login utilities.
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Using Two-Step Login and Authentication

In cells that do not use an AFS-modified login utility, users must issue
separate commands to login and authenticate, as detailed in the IBM AFS User
Guide:

1. They use the standard login program to login to the local file system,
providing the password listed in the local password file (the /etc/passwd
file or equivalent).

2. They must issue the klog command to authenticate with the AFS
authentication service, including its -setpag flag to associate the new
tokens with a process authentication group (PAG).

”

As mentioned in ECreating Standard Files in New AFS Accounts” on page 47,
you can invoke the klog -setpag command in a user’s .login file (or
equivalent) so that the user does not have to remember to issue the command
after logging in. The user still must type a password twice, once at the
prompt generated by the login utility and once at the klog command’s
prompt. This implies that the two passwords can differ, but it is less confusing
if they do not.

Another effect of not using an AFS-modified login utility is that the AFS
servers recognize the standard login program as the anonymous user. If the
login program needs to access any AFS files (such as the .login file in a user’s
home directory), then the ACL that protects the file must include an entry
granting the 1 (lookup) and r (read) permissions to the system:anyuser group.

When you do not use an AFS-modified login utility, an actual (scrambled)
password must appear in the local password file for each user. Use the
/bin/passwd file to insert or change these passwords. It is simpler if the
password in the local password file matches the AFS password, but it is not
required.

Obtaining, Displaying, and Discarding Tokens
Once logged in, a user can obtain a token at any time with the klog
command. If a valid token already exists, the new one overwrites it. If a PAG
already exists, the new token is associated with it.

By default, the klog command authenticates the issuer using the identity
currently logged in to the local file system. To authenticate as a different
identity, use the -principal argument. To obtain a token for a foreign cell, use
the -cell argument (it can be combined with the -principal argument). See the
IBM AFS User Guide and the entry for the klog command in the IBM AFS
Administration Reference.

To discard either all tokens or the token for a particular cell, issue the unlog
command. The command affects only the tokens associated with the current
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command shell. See the IBM AFS User Guideand the entry for the unlog
command in the IBM AFS Administration Reference.

To display the tokens associated with the current command shell, issue the
tokens command. The following examples illustrate its output in various

situations.

If the issuer is not authenticated in any cell:

% tokens
Tokens held by the Cache Manager:
--End of list--

The following shows the output for a user with AFS UID 1000 in the ABC
Corporation cell:

% tokens
Tokens held by the Cache Manager:

User's (AFS ID 1000) tokens for afs@abc.com [Expires Jun 2 10:00]
--End of Tist--

The following shows the output for a user who is authenticated in ABC
Corporation cell, the State University cell and the DEF Company cell. The
user has different AFS UIDs in the three cells. Tokens for the last cell are
expired:

% tokens

Tokens held by the Cache Manager:

User's (AFS ID 1000) tokens for afs@abc.com [Expires Jun 2 10:00]
User's (AFS ID 4286) tokens for afs@stateu.edu [Expires Jun 3 1:34]
User's (AFS ID 22) tokens for afs@def.com [>>Expired<<]

--End of Tist--

The Kerberos version of the tokens command (the tokens.krb command), also
reports information on the ticket-granting ticket, including the ticket’s owner,
the ticket-granting service, and the expiration date, as in the following
example. Also see [ ication”

% tokens.krb

Tokens held by the Cache Manager:

User's (AFS ID 1000) tokens for afs@abc.com [Expires Jun 2 10:00]

User smith's tokens for krbtgt.ABC.COM@abc.com [Expires Jun 2 10:00]
--End of Tist--

Setting Default Token Lifetimes for Users

The maximum lifetime of a user token is the smallest of the ticket lifetimes
recorded in the following three Authentication Database entries. The kas
examine command reports the lifetime as Max ticket Tifetime.
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Administrators who have the ADMIN flag on their Authentication Database
entry can use the -lifetime argument to the kas setfields command to set an
entry’s ticket lifetime.

* The afs entry, which corresponds to the AFS server processes. The default is
100 hours.

* The krbtgt.cellname entry, which corresponds to the ticket-granting ticket
used internally in generating the token. The default is 720 hours (30 days).

* The entry for the user of the AFS-modified login utility or issuer of the
klog command. The default is 25 hours for user entries created using the
AFS 3.1 or later version of the Authentication Server, and 100 hours for user
entries created using the AFS 3.0 version of the Authentication Server. A
user can use the kas examine command to display his or her own
Authentication Database entry.

Note: An AFS-modified login utility always grants a token with a lifetime
calculated from the previously described three values. When issuing the
klog command, a user can request a lifetime shorter than the default by
using the -lifetime argument. For further information, see the IBM AFS
User Guide and the klog reference page in the IBM AFS Administration
Reference.

Changing Passwords

Regular AFS users can change their own passwords by using either the
kpasswd or kas setpassword command. The commands prompt for the
current password and then twice for the new password, to screen out typing
errors.

Administrators who have the ADMIN flag on their Authentication Database
entries can change any user’s password, either by using the kpasswd
command (which requires knowing the current password) or the kas
setpassword command.

If your cell does not use an AFS-modified login utility, remember also to

change the local password, using the operating system’s password—changin%

command. For more instructions on changing passwords, see
Imposing Restrictions on Passwords and Authentication Attempts

You can help to make your cell more secure by imposing restrictions on user
passwords and authentication attempts. To impose the restrictions as you
create an account, use the A instruction in the uss template file as described
in Uncreasing Account Security with the A Instruction” on page 470. To set or
change the values on an existing account, use the kas setfields command as

’

described in mproving Password and Authentication Sec on page 503,
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By default, AFS passwords never expire. Limiting password lifetime can help
improve security by decreasing the time the password is subject to cracking
attempts. You can choose an lifetime from 1 to 254 days after the password
was last changed. It automatically applies to each new password as it is set.
When the user changes passwords, you can also insist that the new password
is not similar to any of the 20 passwords previously used.

Unscrupulous users can try to gain access to your AFS cell by guessing an
authorized user’s password. To protect against this type of attack, you can
limit the number of times that a user can consecutively fail to provide the
correct password. When the limit is exceeded, the authentication service
refuses further authentication attempts for a specified period of time (the
lockout time). To reenable authentication attempts before the lockout time
expires, an administrator must issue the kas unlock command.

In addition to settings on user’s authentication accounts, you can improve
security by automatically checking the quality of new user passwords. The
kpasswd and kas setpassword commands pass the proposed password to a
program or script called kpwvalid, if it exists. The kpwvalid performs quality
checks and returns a code to indicate whether the password is acceptable. You
can create your own program or modified the sample program included in
the AFS distribution. See the kpwvalid reference page in the IBM AFS
Administration Reference.

There are several types of quality checks that can improve password quality.
* The password is a minimum length
* The password is not a word

¢ The password contains both numbers and letters

Support for Kerberos Authentication

If your site is using standard Kerberos authentication rather than the AFS
Authentication Server, use the modified versions of the klog, pagsh, and
tokens commands that support Kerberos authentication. The binaries for the
modified version of these commands have the same name as the standard
binaries with the addition of a .krb extension.

Use either the Kerberos version or the standard command throughout the cell;
do not mix the two versions. AFS Product Support can provide instructions
on installing the Kerberos version of these four commands. For information
on the differences between the two versions of these commands, see the IBM
AFS Administration Reference.
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Security and Authorization in AFS

AFS incorporates several features to ensure that only authorized users gain
access to data. This section summarizes the most important of them and
suggests methods for improving security in your cell.

Some Important Security Features
ACLs on Directories

Files in AFS are protected by the access control list (ACL) associated with
their parent directory. The ACL defines which users or groups can access the

data in the directory, and in what way. See I‘Chapter 15 Managing Accesd

”

Mutual Authentication Between Client and Server

When an AFS client and server process communicate, each requires the other
to prove its identity during mutual authentication, which involves the
exchange of encrypted information that only valid parties can decrypt and
respond to. For a detailed description of the mutual authentication process,

” . . . 17

see

AFS server processes mutually authenticate both with one another and with
processes that represent human users. After mutual authentication is
complete, the server and client have established an authenticated connection,
across which they can communicate repeatedly without having to authenticate
again until the connection expires or one of the parties closes it. Authenticated
connections have varying lifetimes.

Tokens

In order to access AFS files, users must prove their identities to the AFS
authentication service by providing the correct AFS password. If the password
is correct, the authentication service sends the user a foken as evidence of

authenticated status. See 'Login and Authentication in AFS” on page 5(.

Servers assign the user identity anonymous to users and processes that do not
have a valid token. The anonymous identity has only the access granted to
the system:anyuser group on ACLs.

Authorization Checking

Mutual authentication establishes that two parties communicating with one
another are actually who they claim to be. For many functions, AFS server

processes also check that the client whose identity they have verified is also
authorized to make the request. Different requests require different kinds of

privilege. See IThree Types of Privilege” on page 59.
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Encrypted Network Communications

The AFS server processes encrypt particularly sensitive information before
sending it back to clients. Even if an unauthorized party is able to eavesdrop
on an authenticated connection, they cannot decipher encrypted data without
the proper key.

The following AFS commands encrypt data because they involve server

encryption keys and passwords:

* The bos addkey command, which adds a server encryption key to the
lusr/afs/etc/KeyFile file

* The bos listkeys command, which lists the server encryption keys from the
[usr/afs/etc/KeyFile file

* The kpasswd command, which changes a password in the Authentication
Database

* Most commands in the kas command suite

In addition, the United States edition of the Update Server encrypts sensitive
information (such as the contents of KeyFile) when distributing it. Other
commands in the bos suite and the commands in the fs, pts and vos suites do
not encrypt data before transmitting it.

Three Types of Privilege
AFS uses three separate types of privilege for the reasons discussed in

”

* Membership in the system:administrators group. Members are entitled to
issue any pts command and those fs commands that set volume quota. By
default, they also implicitly have the a (administer) and 1 (lookup)
permissions on every ACL in the file tree even if the ACL does not include
an entry for them.

* The ADMIN flag on the Authentication Database entry. An administrator with
this flag can issue any kas command.

* Inclusion in the /usr/afs/etc/UserList file. An administrator whose username
appears in this file can issue any bos, vos, or backup command (although
some backup commands require additional privilege as described in

= )

Authorization Checking versus Authentication

AFS distinguishes between authentication and authorization checking.
Authentication refers to the process of proving identity. Authorization checking
refers to the process of verifying that an authenticated identity is allowed to
perform a certain action.
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AFS implements authentication at the level of connections. Each time two
parties establish a new connection, they mutually authenticate. In general,
each issue of an AFS command establishes a new connection between AFS
server process and client.

AFS implements authorization checking at the level of server machines. If
authorization checking is enabled on a server machine, then all of the server
processes running on it provide services only to authorized users. If
authorization checking is disabled on a server machine, then all of the server
processes perform any action for anyone. Obviously, disabling authorization
checkm,c_{ is an extreme securltv exposure. For more. information, see

Improving Security in Your Cell

You can improve the level of security in your cell by configuring user
accounts, server machines, and system administrator accounts in the indicated
way.

User Accounts

* Use an AFS-modified login utility, or include the -setpag flag to the klog
command, to associate the credential structure that houses tokens with a
PAG rather than a UNIX UID. This prevents users from inheriting someone
else’s tokens by assuming their UNIX identity. For further discussion, see
I’ponﬁfving AES Tokens by PAG” on page 51

* Encourage users to issue the unlog command to destroy their tokens before
logging out. This forestalls attempts to access tokens left behind kernel
memory. Consider including the unlog command in every user’s .logout
file or equivalent.

Server Machines

* Disable authorization checking only in emergencies or for very brief periods
of time. It is best to work at the console of the affected machine during this
time, to prevent anyone else from accessing the machine through the
keyboard.

* Change the AFS server encryption key on a frequent and regular schedule.
Make it difficult to guess (a long string including nonalphabetic characters,
for instance). Unlike user passwords, the password from which the AFS key
is derived can be longer than eight characters, because it is never used
during login. The kas setpassword command accepts a password hundreds
of characters long. For instructions, see
Emm)nms_ﬂn_pﬁg&mﬂ o

* As much as possible, limit the number of people who can login at a server
machine’s console or remotely. Imposing this limit is an extra security
precaution rather than a necessity. The machine cannot serve as an AFS
client in this case.
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* DParticularly limit access to the local superuser root account on a server
machine. The local superuser root has free access to important
administrative subdirectories of the /usr/afs directory, as described in
Files on the T.ocal Disk” on page a4.

* As in any computing environment, server machines must be located in a
secured area. Any other security measures are effectively worthless if
unauthorized people can access the computer hardware.

System Administrators

* Limit the number of system administrators in your cell. Limit the use of
system administrator accounts on publicly accessible workstations. Such
machines are not secure, so unscrupulous users can install programs that
try to steal tokens or passwords. If administrators must use publicly
accessible workstations at times, they must issue the unlog command
before leaving the machine.

* Create an administrative account for each administrator separate from the
personal account, and assign AFS privileges only to the administrative
account. The administrators must authenticate to the administrative
accounts to perform duties that require privilege, which provides a useful
audit trail as well.

¢ Administrators must not leave a machine unattended while they have valid
tokens. Issue the unlog command before leaving.

* Use the -lifetime argument to the kas setfields command to set the token
lifetime for administrative accounts to a fairly short amount of time. The
default lifetime for AFS tokens is 25 hours, but 30 or 60 minutes is possibly
a more reasonable lifetime for administrative tokens. The tokens for
administrators who initiate AFS Backup System operations must last
somewhat longer, because it can take several hours to complete some dump
operations, depending on the speed of the tape device and the network
connecting it to the file server machines that house the volumes is it
accessing.

¢ Limit administrators” use of the telnet program. It sends unencrypted
passwords across the network. Similarly, limit use of other remote programs
such as rsh and rcp, which send unencrypted tokens across the network.

A More Detailed Look at Mutual Authentication

As in any file system, security is a prime concern in AFS. A file system that
makes file sharing easy is not useful if it makes file sharing mandatory, so
AFS incorporates several features that prevent unauthorized users from
accessing data. Security in a networked environment is difficult because
almost all procedures require transmission of information across wires that
almost anyone can tap into. Also, many machines on networks are powerful
enough that unscrupulous users can monitor transactions or even intercept
transmissions and fake the identity of one of the participants.
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The most effective precaution against eavesdropping and information theft or
fakery is for servers and clients to accept the claimed identity of the other
party only with sufficient proof. In other words, the nature of the network
forces all parties on the network to assume that the other party in a
transaction is not genuine until proven so. Mutual authentication is the means
through which parties prove their genuineness.

Because the measures needed to prevent fakery must be quite sophisticated,
the implementation of mutual authentication procedures is complex. The
underlying concept is simple, however: parties prove their identities by
demonstrating knowledge of a shared secret. A shared secret is a piece of
information known only to the parties who are mutually authenticating (they
can sometimes learn it in the first place from a trusted third party or some
other source). The party who originates the transaction presents the shared
secret and refuses to accept the other party as valid until it shows that it
knows the secret too.

The most common form of shared secret in AFS transactions is the encryption
key, also referred to simply as a key. The two parties use their shared key to
encrypt the packets of information they send and to decrypt the ones they
receive. Encryption using keys actually serves two related purposes. First, it
protects messages as they cross the network, preventing anyone who does not
know the key from eavesdropping. Second, ability to encrypt and decrypt
messages successfully indicates that the parties are using the key (it is their
shared secret). If they are using different keys, messages remain scrambled
and unintelligible after decryption.

The following sections describe AFS’s mutual authentication procedures in
more detail. Feel free to skip these sections if you are not interested in the
mutual authentication process.

Simple Mutual Authentication
Simple mutual authentication involves only one encryption key and two

parties, generally a client and server. The client contacts the server by sending
a challenge message encrypted with a key known only to the two of them. The
server decrypts the message using its key, which is the same as the client’s if
they really do share the same secret. The server responds to the challenge and
uses its key to encrypt its response. The client uses its key to decrypt the
server’s response, and if it is correct, then the client can be sure that the server
is genuine: only someone who knows the same key as the client can decrypt
the challenge and answer it correctly. On its side, the server concludes that the
client is genuine because the challenge message made sense when the server
decrypted it.
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AFS uses simple mutual authentication to verify user identities during the
tirst part of the login procedure. In that case, the key is based on the user’s
password.

Complex Mutual Authentication
Complex mutual authentication involves three encryption keys and three

parties. All secure AFS transactions (except the first part of the login process)
employ complex mutual authentication.

When a client wishes to communicate with a server, it first contacts a third
party called a ticket-granter. The ticket-granter and the client mutually
authenticate using the simple procedure. When they finish, the ticket-granter
gives the client a server ticket (or simply ticket) as proof that it (the
ticket-granter) has preverified the identity of the client. The ticket-granter
encrypts the ticket with the first of the three keys, called the server encryption
key because it is known only to the ticket-granter and the server the client
wants to contact. The client does not know this key.

The ticket-granter sends several other pieces of information along with the
ticket. They enable the client to use the ticket effectively despite being unable
to decrypt the ticket itself. Along with the ticket, the items constitute a foken:

* A session key, which is the second encryption key involved in mutual
authentication. The ticket-granter invents the session key at random as the
shared secret between client and server. For reasons explained further
below, the ticket-granter also puts a copy of the session key inside the
ticket. The client and server use the session key to encrypt messages they
send to one another during their transactions. The ticket-granter invents a
different session key for each connection between a client and a server
(there can be several transactions during a single connection).

* The name of the server for which the ticket is valid (and so which server
encryption key encrypts the ticket itself).

* A ticket lifetime indicator. The default lifetime of AFS server tickets is 100
hours. If the client wants to contact the server again after the ticket expires,
it must contact the ticket-granter to get a new ticket.

The ticket-granter seals the entire token with the third key involved in
complex mutual authentication—the key known only to it (the ticket-granter)
and the client. In some cases, this third key is derived from the password of
the human user whom the client represents.

Now that the client has a valid server ticket, it is ready to contact the server. It
sends the server two things:

* The server ticket. This is encrypted with the server encryption key.
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* Its request message, encrypted with the session key. Encrypting the
message protects it as it crosses the network, since only the server/client
pair for whom the ticket-granter invented the session key know it.

At this point, the server does not know the session key, because the
ticket-granter just created it. However, the ticket-granter put a copy of the
session key inside the ticket. The server uses the server encryption key to
decrypts the ticket and learns the session key. It then uses the session key to
decrypt the client’s request message. It generates a response and sends it to
the client. It encrypts the response with the session key to protect it as it
crosses the network.

This step is the heart of mutual authentication between client and server,
because it proves to both parties that they know the same secret:

* The server concludes that the client is authorized to make a request because
the request message makes sense when the server decrypts it using the
session key. If the client uses a different session key than the one the server
finds inside the ticket, then the request message remains unintelligible even
after decryption. The two copies of the session key (the one inside the ticket
and the one the client used) can only be the same if they both came from
the ticket-granter. The client cannot fake knowledge of the session key
because it cannot look inside the ticket, sealed as it is with the server
encryption key known only to the server and the ticket-granter. The server
trusts the ticket-granter to give tokens only to clients with whom it (the
ticket-granter) has authenticated, so the server decides the client is
legitimate.

(Note that there is no direct communication between the ticket-granter and
the server, even though their relationship is central to ticket-based mutual
authentication. They interact only indirectly, via the client’s possession of a
ticket sealed with their shared secret.)

* The client concludes that the server is genuine and trusts the response it
gets back from the server, because the response makes sense after the client
decrypts it using the session key. This indicates that the server encrypted
the response with the same session key as the client knows. The only way
for the server to learn that matching session key is to decrypt the ticket
first. The server can only decrypt the ticket because it shares the secret of
the server encryption key with the ticket-granter. The client trusts the
ticket-granter to give out tickets only for legitimate servers, so the client
accepts a server that can decrypt the ticket as genuine, and accepts its
response.

Backing Up AFS Data

AFS provides two related facilities that help the administrator back up AFS
data: backup volumes and the AFS Backup System.
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Backup Volumes

The first facility is the backup volume, which you create by cloning a
read/write volume. The backup volume is read-only and so preserves the
state of the read/write volume at the time the clone is made.

Backup volumes can ease administration if you mount them in the file system
and make their contents available to users. For example, it often makes sense
to mount the backup version of each user volume as a subdirectory of the
user’s home directory. A conventional name for this mount point is OldFiles.
Create a new version of the backup volume (that is, reclone the read/write)
once a day to capture any changes that were made since the previous backup.
If a user accidentally removes or changes data, the user can restore it from the
backup volume, rather than having to ask you to restore it.

The IBM AFS User Guide does not mention backup volumes, so regular users
do not know about them if you decide not to use them. This implies that if
you do make backup versions of user volumes, you need to tell your users
about how the backup works and where you have mounted it.

Users are often concerned that the data in a backup volume counts against
their volume quota and some of them even want to remove the OldFiles
mount point. It does not, because the backup volume is a separate volume.
The only amount of space it uses in the user’s volume is the amount needed
for the mount point, which is about the same as the amount needed for a
standard directory element.

BackuE volumes are discussed in detail in [Creating Backup Volumes” aonl

The AFS Backup System

Backup volumes can reduce restoration requests, but they reside on disk and
so do not protect data from loss due to hardware failure. Like any file system,
AFS is vulnerable to this sort of data loss.

To protect your cell’s users from permanent loss of data, you are strongly
urged to back up your file system to tape on a regular and frequent schedule.
The AFS Backup System is available to ease the administration and
performance of backups. For detailed information about the AFS Backup
System, see l’(“hap’mr 6 Cnnfigl]ring the AES Backnp Svstem” on page 211 and
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Using UNIX Remote Services in the AFS Environment

The AFS distribution includes modified versions of several standard UNIX
commands, daemons and programs that provide remote services, including
the following:

* The ftpd program

* The inetd daemon

* The rcp program

* The rlogind daemon

¢ The rsh command

These modifications enable the commands to handle AFS authentication
information (tokens). This enables issuers to be recognized on the remote
machine as an authenticated AFS user.

Replacing the standard versions of these programs in your file tree with the
AFS-modified versions is optional. It is likely that AFS’s transparent access
reduces the need for some of the programs anyway, especially those involved
in transferring files from machine to machine, like the ftpd and rcp programs.

If you decide to use the AFS versions of these commands, be aware that
several of them are interdependent. For example, the passing of AFS
authentication information works correctly with the rcp command only if you
are using the AFS version of both the rcp and inetd commands.

The conventional installation location for the modified remote commands are
the /usr/afsws/bin and /usr/afsws/etc directories. To learn more about
commands’ functionality, see their reference pages in the IBM AFS
Administration Reference.

Accessing AFS through NFS

Users of NFS client machines can access the AFS filespace by mounting the
/afs directory of an AFS client machine that is running the NFS/AFS Translator.
This is a particular advantage in cells already running NFS who want to
access AFS using client machines for which AFS is not available. See
I/Apppndix A Managing the NES/AFS Translator” on page 571

66 AFS: Administration Guide



Chapter 3. Administering Server Machines

This chapter describes how to administer an AFS server machine. It describes
the following configuration information and administrative tasks:

The binary and configuration files that must reside in the subdlrectorles of
the [usr/afs directory on every server machine’s local disk; see

7

The various roles or functions that an AFS server machine can perform, and
how to determine which machines are taking a role; see ‘The Four Roled

How to maintain database server machines; see ‘Administering Databasd
I B 1 I b ” E;j
How to maintain the list of database server machines in the

lusr/afs/etc/CellServDB file; see I‘Maintaining the Server CellServDRB File’]

How to control authorization checking on a server machine; see m

I T T AN P Z Tl

How to install new disks or partitions on a file server machine; see

” . . . e e 17

How to change a server machine’s IP addresses and manager VLDB server
entries; see I”Managing Server 1P Addresses and VI.DB Server Entries” onl

How to reboot a file server machine; see I'Rehoating a Server Machine” arl

To learn how to install and configure a new server machine, see the IBM AFS
Quick Beginnings.

To learn how to administer the server processes themselves, see m

Montiorl C T 5 = T
To learn how to administer volumes, see EChapter 5 Managing Volumes” ol

Summary of Instructions

This chapter explains how to perform the following tasks by using the
indicated commands:

Install new binaries bos install
Examine binary check-and-restart time bos getrestart
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Set binary check-and-restart time bos setrestart

Examine compilation dates on binary files bos getdate
Restart a process to use new binaries bos restart
Revert to old version of binaries bos uninstall
Remove obsolete .BAK and .OLD versions bos prune
List partitions on a file server machine vos listpart
Shutdown AFS server processes bos shutdown
List volumes on a partition vos listvldb
Move read/write volumes vos move

List a cell’s database server machines bos listhosts

Add a database server machine to server CellServDB file bos addhost
Remove a database server machine from server CellServDB bos removehost

file

Set authorization checking requirements bos setauth

Prevent authentication for bos, pts, and vos commands Include -noauth flag

Prevent authentication for kas commands Include -noauth flag on
some commands or issue
noauthentication while
in interactive mode

Display all VLDB server entries vos listaddrs

Remove a VLDB server entry vos changeaddr

Reboot a server machine remotely bos exec reboot_command

Local Disk Files on a Server Machine

Several types of files must reside in the subdirectories of the /usr/afs directory
on an AFS server machine’s local disk. They include binaries, configuration
files, the administrative database files (on database server machines), log files,
and volume header files.

Note for Windows users: Some files described in this document possibly do
not exist on machines that run a Windows operating system. Also, Windows
uses a backslash ( \') rather than a forward slash (/) to separate the elements
in a pathname.

Binaries in the /usr/afs/bin Directory

The /usr/afs/bin directory stores the AFS server process and command suite
binaries appropriate for the machine’s system (CPU and operating system)
type. If a process has both a server portion and a client portion (as with the
Update Server) or if it has separate components (as with the fs process), each
component resides in a separate file.

To ensure predictable system performance, all file server machines must run
the same AFS build version of a given process. To maintain consistency easily,
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use the Update Server process to distribute binaries from a binary distribution

machine of each system type, as described further in [Binary Distribution
Machines” on page 79.

”

It is best to keep the binaries for all processes in the /usr/afs/bin directory,
even if you do not run the process actively on the machine. It simplifies the
process of reconfiguring machines (for example, adding database server
functionality to an existing file server machine). Similarly, it is best to keep the
command suite binaries in the directory, even if you do not often issue
commands while working on the server machine. It enables you to issue
commands during recovery from server and machine outages.

The following lists the binary files in the /usr/afs/bin directory that are
directly related to the AFS server processes or command suites. Other binaries
(for example, for the klog command) sometimes appear in this directory on a
particular file server machine’s disk or in an AFS distribution.

backup
The command suite for the AFS Backup System (the binary for the
Backup Server is buserver).

bos The command suite for communicating with the Basic OverSeer (BOS)
Server (the binary for the BOS Server is bosserver).

bosserver
The binary for the Basic OverSeer (BOS) Server process.

buserver
The binary for the Backup Server process.

fileserver
The binary for the File Server component of the fs process.

kas The command suite for communicating with the Authentication Server
(the binary for the Authentication Server is kaserver).

kaserver
The binary for the Authentication Server process.

ntpd  The binary for the Network Time Protocol Daemon (NTPD). AFS
redistributes this binary and uses the runntp program to configure
and initialize the NTPD process.

ntpdc A debugging utility furnished with the ntpd program.

pts The command suite for communicating with the Protection Server
process (the binary for the Protection Server is ptserver).

ptserver
The binary for the Protection Server process.
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runntp
The binary for the program used to configure NTPD most
appropriately for use with AFS.

salvager
The binary for the Salvager component of the fs process.

udebug
The binary for a program that reports the status of AFS’s distributed
database technology, Ubik.

upclient
The binary for the client portion of the Update Server process.

upserver
The binary for the server portion of the Update Server process.

viserver
The binary for the Volume Location (VL) Server process.

volserver
The binary for the Volume Server component of the fs process.

vos The command suite for communicating with the Volume and VL
Server processes (the binaries for the servers are volserver and
vlserver, respectively).

Common Configuration Files in the /usr/afs/etc Directory

The directory /usr/afs/etc on every file server machine’s local disk contains
configuration files in ASCII and machine-independent binary format. For
predictable AFS performance throughout a cell, all server machines must have
the same version of each configuration file:

* Cells that run the United States edition of AFS conventionally use the
Update Server to distribute a common version of each file from the cell’s
system control machine to other server machines (for more on the system
control machine, see I‘The System Cantral Machine” on page 7‘1), Run the
Update Server’s server portion on the system control machine, and the
client portion on all other server machines. Update the files on the system
control machine only, except as directed by instructions for dealing with
emergencies.

* Cells that run the international edition of AFS must not use the Update
Server to distribute the contents of the /usr/afs/etc directory. Due to United
States government regulations, the data encryption routines that AFS uses
to protect the files in this directory as they cross the network are not
available to the Update Server in the international edition of AFS. You must
instead update the files on each server machine individually, taking extra
care to issue exactly the same bos command for each machine. The
necessary data encryption routines are available to the bos commands, so
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information is safe as it crosses the network from the machine where the
bos command is issued to the server machines.

Never directly edit any of the files in the /usr/afs/etc directory, except as
directed by instructions for dealing with emergencies. In normal
circumstances, use the appropriate bos commands to change the files. The
following list includes pointers to instructions.

The files in this directory include:

CellServDB
An ASCII file that names the cell’s database server machines, which
run the Authentication, Backup, Protection, and VL Server processes.
You create the initial version of this file by issuing the bos
setcellname command while installing your cell’s first server machine.
It is very important to update this file when you change the identity
of your cell’s database server machines.

The server CellServDB file is not the same as the CellServDB file
stored in the /usr/vice/etc directory on client machines. The client
version lists the database server machines for every AFS cell that you
choose to make accessible from the client machine. The server
CellServDB file lists only the local cell’s database server machines,
because server processes never contact processes in other cells.

For instructions on maintaining this file, see “Maintaining the Server

CellServDB File” on page 94

KeyFile
A machine-independent, binary-format file that lists the server
encryption keys the AFS server processes use to encrypt and decrypt
tickets. The information in this file is the basis for secure
communication in the cell, and so is extremely sensitive. The file is
specially protected so that only privileged users can read or change it.

For instructions on maintaining this file, see I‘Chapter 9 Managing

Berver Fnrrvpﬁnn Kevs” on page 361

ThisCell
An ASCII file that consists of a single line defining the complete
Internet domain-style name of the cell (such as abc.com). You create
this file with the bos setcellname command during the installation of
your cell’s first file server machine, as instructed in the IBM AFS
Quick Beginnings.

Note that changing this file is only one step in changing your cell’s
name. For discussion, see [“ i ”

UserList
An ASCII file that lists the usernames of the system administrators
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authorized to issue privileged bos, vos, and backup commands. For

instructions on maintaining the file, see ’Administering the [Iserl isf

Local Configuration Files in the /usr/afs/local Directory

The directory /usr/afs/local contains configuration files that are different for
each file server machine in a cell. Thus, they are not updated automatically
from a central source like the files in /usr/afs/bin and /ust/afs/etc directories.
The most important file is the BosConfig file; it defines which server
processes are to run on that machine.

As with the common configuration files in /ust/afs/etc, you must not edit
these files directly. Use commands from the bos command suite where
appropriate; some files never need to be altered.

The files in this directory include the following:

BosConfig
This file lists the server processes to run on the server machine, by
defining which processes the BOS Server monitors and what it does if
the process fails. It also defines the times at which the BOS Server
automatically restarts processes for maintenance purposes.

As you create server processes during a file server machine’s
installation, their entries are defined in this file automatically. The IBM
AFS Quick Beginnings outlines the bos commands to use. For a more
complete description of the file, and instructions for controlling
process status by editing the file with commands from the bos suite,
ceo [ — . 7

hage 117

NetInfo
This optional ASCII file lists one or more of the network interface
addresses on the server machine. If it exists when the File Server
initializes, the File Server uses it as the basis for the list of interfaces
that it registers in its Volume Location Database (VLDB) server entry.
See [ i ies”

page 11d.

NetRestrict
This optional ASCII file lists one or more network interface addresses.
If it exists when the File Server initializes, the File Server removes the
specified addresses from the list of interfaces that it registers in its

VLDB server entry. See 'Managing Server 1P Addresses and VIDR
Berver Entries” on page 110,

NoAuth
This zero-length file instructs all AFS server processes running on the
machine not to perform authorization checking. Thus, they perform
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any action for any user, even anonymous. This very insecure state is
useful only in rare instances, mainly during the installation of the
machine.

The file is created automatically when you start the initial bosserver
process with the -noauth flag, or issue the bos setauth command to
turn off authentication requirements. When you use the bos setauth
command to turn on authent1cat10n the BOS Server removes this file.
For more information, see
h@mmmmﬁ—w, o

SALVAGE.fs
This zero-length file controls how the BOS Server handles a crash of
the File Server component of the fs process. The BOS Server creates
this file each time it starts or restarts the fs process. If the file is
present when the File Server crashes, then the BOS Server runs the
Salvager before restarting the File Server and Volume Server again.
When the File Server exits normally, the BOS Server removes the file
so that the Salvager does not run.

Do not create or remove this file yourself; the BOS Server does so
automatically. If necessary, you can salvage a volume or partition by

usmg the bos salvage command; see [‘Salvaging Volumes” orl

salvage.lock
This file guarantees that only one Salvager process runs on a file
server machine at a time (the single process can fork multiple
subprocesses to salvage multiple partitions in parallel). As the
Salvager initiates (when invoked by the BOS Server or by issue of the
bos salvage command), it creates this zero-length file and issues the
flock system call on it. It removes the file when it completes the
salvage operation. Because the Salvager must lock the file in order to
run, only one Salvager can run at a time.

sysid This file records the network interface addresses that the File Server
(fileserver process) registers in its VLDB server entry. When the Cache
Manager requests volume location information, the Volume Location
(VL) Server provides all of the interfaces registered for each server
machine that houses the volume. This enables the Cache Manager to
make use of multiple addresses when accessing AFS data stored on a
multihomed file server machine. For further information, see
I’Manaoing Server TP Addresses and VI.DB Server Entries” an

Replicated Database Files in the /usr/afs/db Directory

The directory /ust/afs/db contains two types of files pertaining to the four
replicated databases in the cell—the Authentication Database, Backup
Database, Protection Database, and Volume Location Database (VLDB):
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¢ A file that contains each database, with a .DB0 extension.

* A log file for each database, with a .DBSYS1 extension. The database server
process logs each database operation in this file before performing it. If the
operation is interrupted, the process consults this file to learn how to finish
it.

Each database server process (Authentication, Backup, Protection, or VL
Server) maintains its own database and log files. The database files are in
binary format, so you must always access or alter them using commands from
the kas suite (for the Authentication Database), backup suite (for the Backup
Database), pts suite (for the Protection Database), or vos suite (for the VLDB).

If a cell runs more than one database server machine, each database server
process keeps its own copy of its database on its machine’s hard disk.
However, it is important that all the copies of a given database are the same.
To synchronize them, the database server processes call on AFS’s distributed

database technology, Ubik, as described in ILE.ep.h.caJm.g_tb.e_A.EQ

The files listed here appear in this directory only on database server machines.
On non-database server machines, this directory is empty.

bdb.DBO
The Backup Database file.

bdb.DBSYS1
The Backup Database log file.

kaserver.DB0
The Authentication Database file.

kaserver.DBSYS1
The Authentication Database log file.

prdb.DB0
The Protection Database file.

prdb.DBSYS1
The Protection Database log file.

vldb.DBO
The Volume Location Database file.

vldb.DBSYS1
The Volume Location Database log file.
Log Files in the /usr/afs/logs Directory

The /usr/afs/logs directory contains log files from various server processes.
The files detail interesting events that occur during normal operations. For
instance, the Volume Server can record volume moves in the VolserLog file.
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Events are recorded at completion, so the server processes do not use these
files to reconstruct failed operations unlike the ones in the /usr/afs/db
directory.

The information in log files can be very useful as you evaluate process
failures and other problems. For instance, if you receive a timeout message
when you try to access a volume, checking the FileLog file possibly provides
an explanation, showing that the File Server was unable to attach the volume.
To examine a log file remotely, use the bos getlog command as described in

7 ”

This directory also contains the core image files generated if a process being
monitored by the BOS Server crashes. The BOS Server attempts to add an
extension to the standard core name to indicate which process generated the
core file (for example, naming a core file generated by the Protection Server
core.ptserver). The BOS Server cannot always assign the correct extension if
two processes fail at about the same time, so it is not guaranteed to be correct.

The directory contains the following files:

AuthLog
The Authentication Server’s log file.

BackupLog
The Backup Server’s log file.

BosLog
The BOS Server’s log file.

FileLog
The File Server’s log file.

SalvageLog
The Salvager’s log file.

VLLog
The Volume Location (VL) Server’s log file.

VolserLog
The Volume Server’s log file.

core.process
If present, a core image file produced as an AFS server process on the
machine crashed (probably the process named by process).

Note: To prevent log files from growing unmanageably large, restart the
server processes periodically, particularly the database server processes.
To avoid restarting the processes, use the UNIX rm command to
remove the file as the process runs; it re-creates it automatically.
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Volume Headers on Server Partitions

A partition that houses AFS volumes must be mounted at a subdirectory of
the machine’s root ( / ) directory (not, for instance under the /usr directory).
The file server machine’s file system registry file (/etc/fstab or equivalent)
must correctly map the directory name and the partition’s device name. The
directory name is of the form /vicepindex, where each index is one or two
lowercase letters. By convention, the first AFS partition on a machine is
mounted at /vicepa, the second at /vicepb, and so on. If there are more than
26 partitions, continue with /vicepaa, /vicepab and so on. The IBM AFS
Release Notes specifies the number of supported partitions per server machine.

Do not store non-AFS files on AFS partitions. The File Server and Volume
Server expect to have available all of the space on the partition.

The /vicep directories contain two types of files:

Vool _ID.vol
Each such file is a volume header. The vol_ID corresponds to the
volume ID number displayed in the output from the vos examine, vos
listvldb, and vos listvol commands.

FORCESALVAGE
This zero-length file triggers the Salvager to salvage the entire
partition. The AFS-modified version of the fsck program creates this
file if it discovers corruption.

Note: For most system types, it is important never to run the standard fsck
program provided with the operating system on an AFS file server
machine. It removes all AFS volume data from server partitions because
it does not recognize their format.

The Four Roles for File Server Machines

In cells that have more than one server machine, not all server machines have
to perform exactly the same functions. The are four possible roles a machine
can assume, determined by which server processes it is running. A machine
can assume more than one role by running all of the relevant processes. The
following list summarizes the four roles, which are described more completely
in subsequent sections.

* A simple file server machine runs only the processes that store and deliver
AFS files to client machines. You can run as many simple file server
machines as you need to satisfy your cell’s performance and disk space
requirements.

* A database server machine runs the four database server processes that
maintain AFS’s replicated administrative databases: the Authentication,
Backup, Protection, and Volume Location (VL) Server processes.
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Simple

* A binary distribution machine distributes the AFS server binaries for its
system type to all other server machines of that system type.

* The single system control machine distributes common server configuration
files to all other server machines in the cell, in a cell that runs the United
States edition of AFS (cells that use the international edition of AFS must
not use the system control machine for this purpose). The machine
conventionally also serves as the time synchronization source for the cell,
adjusting its clock according to a time source outside the cell.

If a cell has a single server machine, it assumes the simple file server and
database server roles. The instructions in the IBM AFS Quick Beginnings also
have you configure it as the system control machine and binary distribution
machine for its system type, but it does not actually perform those functions
until you install another server machine.

It is best to keep the binaries for all of the AFS server processes in the
lust/afs/bin directory, even if not all processes are running. You can then
change which roles a machine assumes simply by starting or stopping the
processes that define the role.

File Server Machines

A simple file server machine runs only the server processes that store and
deliver AFS files to client machines, monitor process status, and pick up
binaries and configuration files from the cell’s binary distribution and system
control machines.

In general, only cells with more than three server machines need to run
simple file server machines. In cells with three or fewer machines, all of them
are usually database server machines (to benefit from replicating the
administrative databases); see ‘Database Server Machines” on page 7.

The following processes run on a simple file server machine:
* The BOS Server (bosserver process)

* The fs process, which combines the File Server, Volume Server, and
Salvager processes so that they can coordinate their operations on the data
in volumes and avoid the inconsistencies that can result from multiple
simultaneous operations on the same data

¢ The NTP coordinator (runntp process), which helps keep the machine’s
clock synchronized with the clocks on the other server machines in the cell

* A client portion of the Update Server that picks up binary files from the
binary distribution machine of its AFS system type (the upclientbin
process)

* A client portion of the Update Server that picks up common configuration
files from the system control machine, in cells running the United States
edition of AFS (the upclientetc process)
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Database Server Machines

A database server machine runs the four processes that maintain the AFS
replicated administrative databases: the Authentication Server, Backup Server,
Protection Server, and Volume Location (VL) Server, which maintain the
Authentication Database, Backup Database, Protection Database, and Volume
Location Database (VLDB), respectively. To review the functions of these
server processes and their databases, see L

”

If a cell has more than one server machine, it is best to run more than one
database server machine, but more than three are rarely necessary. Replicating
the databases in this way yields the same benefits as replicating volumes:
increased availability and reliability of information. If one database server
machine or process goes down, the information in the database is still
available from others. The load of requests for database information is spread
across multiple machines, preventing any one from becoming overloaded.

Unlike replicated volumes, however, replicated databases do change
frequently. Consistent system performance demands that all copies of the
database always be identical, so it is not possible to record changes in only
some of them. To synchronize the copies of a database, the database server
processes use AFS’s distributed database technology, Ubik. See

”

It is critical that the AFS server processes on every server machine in a cell
know which machines are the database server machines. The database server
processes in particular must maintain constant contact with their peers in
order to coordinate the copies of the database. The other server processes
often need information from the databases. Every file server machine keeps a
list of its cell’s database server machines in its local /usr/afs/etc/CellServDB
file. Cells that use the States edition of AFS can use the system control

machine to distribute this file (see 'The System Control Machine” on page 79).

The following processes define a database server machine:

* The Authentication Server (kaserver process)
* The Backup Server (buserver process)

* The Protection Server (ptserver process)

* The VL Server (vlserver process)

Database server machines can also run the processes that define a simple file

server machine, as listed in [!Simple File Server Machines” on page 74. One

database server machine can act as the cell’s system control machine, and any
database server machine can serve as the binary distribution machine for its

system type; see uhe_Sm;ngxund_MhaneLQA_pageﬂ and EBl.na.r_)J

”
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Binary Distribution Machines

A binary distribution machine stores and distributes the binary files for the AFS
processes and command suites to all other server machines of its system type.
Each file server machine keeps its own copy of AFS server process binaries on
its local disk, by convention in the /usr/afs/bin directory. For consistent
system performance, however, all server machines must run the same version
(build level) of a process. For instructions for checking a binary’s build level,
see I'Displaying A Binary File’s Build Level” on page 97. The easiest way to
keep the binaries consistent is to have a binary distribution machine of each

system type distribute them to its system-type peers.

The process that defines a binary distribution machine is the server portion of
the Update Server (upserver process). The client portion of the Update Server
(upclientbin process) runs on the other server machines of that system type
and references the binary distribution machine.

Binary distribution machines usually also run the processes that define a

simple file server machine, as listed in E'Simple File Server Machines” onl

. One binary distribution machine can act as the cell’s system control
machine, and any binary distribution machine can serve as a database server

machine; see I'The System Cantral Machine] and F‘Database Server Machines’]

The System Control Machine

In cells that run the United States edition of AFS, the system control machine
stores and distributes system configuration files shared by all of the server
machines in the cell. Each file server machine keeps its own copy of the
configuration files on its local disk, by convention in the /usr/afs/etc directory.
For consistent system performance, however, all server machines must use the
same files. The easiest way to keep the files consistent is to have the system
control machine distribute them. You make changes only to the copy stored
on the system control machine, as directed by the instructions in this
document. The United States edition of AFS is available to cells in the United
States and Canada and to selected institutions in other countries, as
determined by United States government regulations.

Cells that run the international version of AFS do not use the system control
machine to distribute system configuration files. Some of the files contain
information that is too sensitive to cross the network unencrypted, and United
States government regulations forbid the export of the necessary encryption
routines in the form that the Update Server uses. You must instead update the
configuration files on each file server machine individually. The bos
commands that you use to update the files encrypt the information using an
exportable form of the encryption routines.
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For a list of the configuration files stored in the /usr/afs/etc directory, see
I'Common Cnnfigl]rafinn Files in the /usr/afs/etc Directorv” on page 7d.

The IBM AFS Quick Beginnings configures a cell’s first server machine as the
system control machine. If you wish, you can reassign the role to a different
machine that you install later, but you must then change the client portion of
the Update Server (upclientetc) process running on all other server machines
to refer to the new system control machine.

The following processes define the system control machine:

* The server portion of the Update Server (upserver) process, in cells using
the United States edition of AFS. The client portion of the Update Server
(upclientetc process) runs on the other server machines and references the
system control machine.

* The NTP coordinator (runntp process) which points to a time source
outside the cell, if the cell uses NTPD to synchronize its clocks. The runntp
process on other machines reference the system control machine as their
main time source.

The system control machine can also run the processes that define a simple
file server machine, as listed in I'Simple File Server Machines” on page 74. Tt
can also server as a database server machine, and by convention acts as the
binary distribution machine for its system type. A single upserver process can
distribute both configuration files and binaries. See [

Machines” on page 78 and [‘Binary Distribution Machines” on page 79,
To locate database server machines
1. Issue the bos listhosts command.

% bos Tisthosts <machine name>

The machines listed in the output are the cell’s database server machines.
For complete instructions and example output, see I‘Ta display a cell’d

”

2. (Optional) Issue the bos status command to verify that a machine listed in
the output of the bos listhosts command is actually running the processes
that define it as a database server machine. For complete instructions, see

7T~ . . . 177

% bos status <machine name> buserver kaserver ptserver vlserver

If the specified machine is a database server machine, the output from the
bos status command includes the following lines:

Instance buserver, currently running normally.

Instance kaserver, currently running normally.

Instance ptserver, currently running normally.
Instance viserver, currently running normally.
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To locate the system control machine

1. Issue the bos status command for any server machine. Complete
instructions appear in 'Displaying Pracess Status and Information from

”

% bos status <machine name> upserver upclientbin upclientetc -long

The output you see depends on the machine you have contacted: a simple
file server machine, the system control machine, or a binary distribution

machine. See Interpreting the Qutput from the bos status Command’l.

To locate the binary distribution machine for a system type

1. Issue the bos status command for a file server machine of the system type
you are checking (to determine a machine’ s svstem type, issue the fs
sysname or sys command as described in

Qstem@cp.&h[a.me_m_pa,qeﬁé Complete instructions for the bos status

command appear in

77

% bos status <machine name> upserver upclientbin upclientetc -long

The output you see depends on the machine you have contacted: a simple
file server machine, the svstem control machine, or a binary dlstrlbuhon
machine. See £

Interpreting the Output from the bos status Command

Interpreting the output of the bos status command is most straightforward for
a simple file server machine. There is no upserver process, so the output
includes the following message:

bos: failed to get instance info for 'upserver' (no such entity)

A simple file server machine runs the upclientbin process, so the output
includes a message like the following. It indicates that fs7.abc.com is the
binary distribution machine for this system type.

Instance upclientbin, (type is simple) currently running normally.

Process Tlast started at Wed Mar 10 23:37:09 1999 (1 proc start)
Command 1 is '/usr/afs/bin/upclient fs7.abc.com -t 60 /usr/afs/bin'

If you run the United States edition of AFS, a simple file server machine also

runs the upclientetc process, so the output includes a message like the

following. It indicates that fsl.abc.com is the system control machine.
Instance upclientetc, (type is simple) currently running normally.

Process Tlast started at Mon Mar 22 05:23:49 1999 (1 proc start)
Command 1 is '/usr/afs/bin/upclient fsl.abc.com -t 60 /usr/afs/etc'
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The Output on the System Control Machine
If you run the United States edition of AFS and have issued the bos status

command for the system control machine, the output includes an entry for the
upserver process similar to the following;:
Instance upserver, (type is simple) currently running normally.

Process last started at Mon Mar 22 05:23:54 1999 (1 proc start)
Command 1 is '/usr/afs/bin/upserver’

If you are using the default configuration recommended in the IBM AFS Quick
Beginnings, the system control machine is also the binary distribution machine
for its system type, and a single upserver process distributes both kinds of
updates. In that case, the output includes the following messages:

bos: failed to get instance info for 'upclientbin' (no such entity)
bos: failed to get instance info for 'upclientetc' (no such entity)

If the system control machine is not a binary distribution machine, the output
includes an error message for the upclientetc process, but a complete a listing
for the upclientbin process (in this case it refers to the machine fs5.abc.com
as the binary distribution machine):

Instance upclientbin, (type is simple) currently running normally.

Process last started at Mon Mar 22 05:23:49 1999 (1 proc start)

Command 1 is '/usr/afs/bin/upclient fs5.abc.com -t 60 /usr/afs/bin'
bos: failed to get instance info for 'upclientetc' (no such entity)

The Output on a Binary Distribution Machine
If you have issued the bos status command for a binary distribution machine,

the output includes an entry for the upserver process similar to the following
and error message for the upclientbin process:

Instance upserver, (type is simple) currently running normally.

Process last started at Mon Apr 5 05:23:54 1999 (1 proc start)

Command 1 is '/usr/afs/bin/upserver’
bos: failed to get instance info for 'upclientbin' (no such entity)

Unless this machine also happens to be the system control machine, a
message like the following references the system control machine (in this case,
fs3.abc.com):

Instance upclientetc, (type is simple) currently running normally.

Process last started at Mon Apr 5 05:23:49 1999 (1 proc start)
Command 1 is '/usr/afs/bin/upclient fs3.abc.com -t 60 /usr/afs/etc'

Administering Database Server Machines

This section explains how to administer database server machines. For
installation instructions, see the IBM AFS Quick Beginnings.

Replicating the AFS Administrative Databases

There are several benefits to replicating the AFS administrative databases (the
Authentication, Backup, Protection, and Volume Location Databases), as
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discussed in 'Replicating the AFS Administrative Databases” on page 37. For

correct cell functioning, the copies of each database must be identical at all
times. To keep the databases synchronized, AFS uses library of utilities called
Ubik. Each database server process runs an associated lightweight Ubik
process, and client-side programs call Ubik’s client-side subroutines when
they submit requests to read and change the databases.

Ubik is designed to work with minimal administrator mterventlon but there
are several Conflguratlon requlrements, as detailed in

. The following brief overview of Ubik’s operation
is helpful for understanding the requirements. For more details, see @

7

Ubik is designed to distribute changes made in an AFS administrative
database to all copies as quickly as possible. Only one copy of the database,
the synchronization site, accepts change requests from clients; the lightweight
Ubik process running there is the Ubik coordinator. To maintain maximum
availability, there is a separate Ubik coordinator for each database, and the
synchronization site for each of the four databases can be on a different
machine. The synchronization site for a database can also move from machine
to machine in response to process, machine, or network outages.

The other copies of a database, and the Ubik processes that maintain them,
are termed secondary. The secondary sites do not accept database changes
directly from client-side programs, but only from the synchronization site.

After the Ubik coordinator records a change in its copy of a database, it
immediately sends the change to the secondary sites. During the brief
distribution period, clients cannot access any of the copies of the database,
even for reading. If the coordinator cannot reach a majority of the secondary
sites, it halts the distribution and informs the client that the attempted change
failed.

To avoid distribution failures, the Ubik processes maintain constant contact by
exchanging time-stamped messages. As long as a majority of the secondary
sites respond to the coordinator’s messages, there is a quorum of sites that are
synchronized with the coordinator. If a process, machine, or network outage
breaks the quorum, the Ubik processes attempt to elect a new coordinator in
order to estabhsh a new quorum among the hlghest possible number of sites.
See [ ”

Configuring the Cell for Proper Ubik Operation
This section describes how to configure your cell to maintain proper Ubik

operation.

* Run all four database server processes—Authentication Server, Backup
Server, Protection Server, and VL Server—on all database server machines.
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Both the client and server portions of Ubik expect that all the database
server machines listed in the CellServDB file are running all of the
database server processes. There is no mechanism for indicating that only
some database server processes are running on a machine.

¢ Maintain correct information in the /usr/afs/etc/CellServDB file at all times.

Ubik consults the /usr/afs/etc/CellServDB file to determine the sites with
which to establish and maintain a quorum. Incorrect information can result
in unsynchronized databases or election of a coordinator in each of several
subgroups of machines, because the Ubik processes on various machines do
not agree on which machines need to participate in the quorum.

If you run the United States version of AFS and use the Update Server, it is
simplest to maintain the /usr/afs/etc/CellServDB file on the system control
machine, which distributes its copy to all other server machines. The IBM
AFS Quick Beginnings explains how to configure the Update Server. If you
run the international version of AFS, you must update the file on each
machine individually.

The only reason to alter the file is when configuring or decommissioning a
database server machine. Use the appropriate bos commands rather than
editing the file by hand. For instructions, see

CellServDB File” on page 98. The instructions in ¢/Chapter 4 Monitoring
Ian.d_ConJ;m]Jm.g_Semer_Eracesses_on_page_]Ji for stopping and starting

processes remind you to alter the CellServDB file when appropriate, as do
the instructions in the IBM AFS Quick Beginnings for installing or
decommissioning a database server machine.

(Client processes and the server processes that do not maintain databases
also rely on correct information in the CellServDB file for proper operation,
but thelr use of the information does not affect Ubik’s operation. See

[‘Maintaining the Server CellServDRB File” an pace 98 and !Maintaining
Knmﬂed.g&of_Daiabas&SmmLMaabmﬂs_m_pa.gﬁ%l)

* Keep the clocks synchronized on all machines in the cell, especially the
database server machines.

In the conventional configuration specified in the IBM AFS Quick
Beginnings, you run the runntp process to supervise the local Network Time
Protocol Daemon (NTPD) on every AFS server machine. The NTPD on the
system control machine synchronizes its clock with a reliable source outside
the cell and broadcasts the time to the NTPDs on the other server machines.
You can choose to run a different time synchronization protocol if you wish.

Keeping clocks synchronized is important because the Ubik processes at a
database’s sites timestamp the messages which they exchange to maintain
constant contact. Timestamping the messages is necessary because in a
networked environment it is not safe to assume that a message reaches its
destination instantly. Ubik compares the timestamp on an incoming
message with the current time. If the difference is too great, it is possible
that an outage is preventing reliable communication between the Ubik sites,
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which can possibly result in unsynchronized databases. Ubik considers the
message invalid, which can prompt it to attempt election of a different
coordinator.

Electing a new coordinator is appropriate if a timestamped message is
expired due to actual interruption of communication, but not if a message
appears expired only because the sender and recipient do not share the
same time. For detailed examples of how unsynchronized clocks can
destabilize Ubik operation, see L i i

How Ubik Operates Automatically
The following Ubik features help keep its maintenance requirements to a

minimum:
* Ubik’s server and client portions operate automatically.

Each database server process runs a lightweight process to call on the
server portion of the Ubik library. It is common to refer to this lightweight
process itself as Ubik. Because it is lightweight, the Ubik process does not
appear in process listings such as those generated by the UNIX ps
command. Client-side programs that need to read and change the databases
directly call the subroutines in the Ubik library’s client portion, rather than
running a separate lightweight process. Examples of such programs are the
klog command and the commands in the pts suite.

* Ubik tracks database version numbers.

As the coordinator records a change to a database, it increments the
database’s version number. The version number makes it easy for the
coordinator to determine if a site has the most recent version or not. The
version number speeds the return to normal functioning after election of a
new coordinator or when communication is restored after an outage,
because it makes it easy to determine which site has the most current
database and which need to be updated.

* Ubik’s use of timestamped messages guarantees that database copies are
always synchronized during normal operation.

Replicating a database to increase data availability is pointless if all copies
of the database are not the same. Inconsistent performance can result if
clients receive different information depending on which copy of the
database they access. As previously noted, Ubik sites constantly track the
status of their peers by exchanging timestamped messages. For a detailed
description, see 'How 1Ihik Uses Timpq{-amppd Messages” on page 84

* The ability to move the coordinator maximizes database availability.

Suppose, for example, that in a cell with three database server machines a
network partition separates the two secondary sites from the coordinator.
The coordinator retires because it is no longer in contact with a majority of
the sites listed in the CellServDB file. The two sites on the other side of the
partition can elect a new coordinator among themselves, and it can then
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accept database changes from clients. If the coordinator cannot move in this
way, the database has to be read-only until the network partition is
repaired. For a detailed description of Ubik’s election procedure, see

”

How Ubik Uses Timestamped Messages: Ubik synchronizes the copies of a
database by maintaining constant contact between the synchronization site
and the secondary sites. The Ubik coordinator frequently sends a
time-stamped guarantee message to each of the secondary sites. When the
secondary site receives the message, it concludes that it is in contact with the
coordinator. It considers its copy of the database to be valid until time T,
which is usually 60 seconds from the time the coordinator sent the message.
In response, the secondary site returns a vote message that acknowledges the
coordinator as valid until a certain time X, which is usually 120 seconds in the
future.

The coordinator sends guarantee messages more frequently than every T
seconds, so that the expiration periods overlap. There is no danger of
expiration unless a network partition or other outage actually interrupts
communication. If the guarantee expires, the secondary site’s copy of the
database it not necessarily current. Nonetheless, the database server continues
to service client requests. It is considered better for overall cell functioning
that a secondary site remains accessible even if the information it is
distributing is possibly out of date. Most of the AFS administrative databases
do not change that frequently, in any case, and making a database inaccessible
causes a timeout for clients that happen to access that copy.

As previously mentioned, Ubik’s use of timestamped messages makes it vital
to synchronize the clocks on database server machines. There are two ways
that skewed clocks can interrupt normal Ubik functioning, depending on
which clock is ahead of the others.

Suppose, for example, that the Ubik coordinator’s clock is ahead of the
secondary sites: the coordinator’s clock says 9:35:30, but the secondary clocks
say 9:31:30. The secondary sites send votes messages that acknowledge the
coordinator as valid until 9:33:30. This is two minutes in the future according
to the secondary clocks, but is already in the past from the coordinator’s
perspective. The coordinator concludes that it no longer has enough support
to remain coordinator and forces election of a new coordinator. Election takes
about three minutes, during which time no copy of the database accepts
changes.

The opposite possibility is that a secondary site’s clock (14:50:00) is ahead of
the coordinator’s (14:46:30). When the coordinator sends a guarantee message
good until 14:47:30), it has already expired according to the secondary clock.
Believing that it is out of contact with the coordinator, the secondary site stops
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sending votes for the coordinator and tries get itself elected as coordinator.
This is appropriate if the coordinator has actually failed, but is inappropriate
when there is no actual outage.

The attempt of a single secondary site to get elected as the new coordinator
usually does not affect the performance of the other sites. As long as their
clocks agree with the coordinator’s, they ignore the other secondary site’s
request for votes and continue voting for the current coordinator. However, if
enough of the secondary sites’s clocks get ahead of the coordinator’s, they can
force election of a new coordinator even though the current one is actually
working fine.

A Flexible Coordinator Boosts Availability: Ubik uses timestamped
messages to determine when coordinator election is necessary, just as it does
to keep the database copies synchronized. As long as the coordinator receives
vote messages from a majority of the sites (it implicitly votes for itself), it is
appropriate for it to continue as coordinator because it is successfully
distributing database changes. A majority is defined as more than 50% of all
database sites when there are an odd number of sites; with an even number of
sites, the site with the lowest Internet address has an extra vote for breaking
ties as necessary.If the coordinator is not receiving sufficient votes, it retires
and the Ubik sites elect a new coordinator. This does not happen
spontaneously, but only when the coordinator really fails or stops receiving a
majority of the votes. The secondary sites have a built-in bias to continue
voting for an existing coordinator, which prevents undue elections.

The election of the new coordinator is by majority vote. The Ubik
subprocesses have a bias to vote for the site with the lowest Internet address,
which helps it gather the necessary majority quicker than if all the sites were
competing to receive votes themselves. During the election (which normally
lasts less than three minutes), clients can read information from the database,
but cannot make any changes.

Ubik’s election procedure makes it possible for each database server process’s
coordinator to be on a different machine. For example, if the Ubik
coordinators for all four processes start out on machine A and the Protection
Server on machine A fails for some reason, then a different site (say machine
B) must be elected as the new Protection Database Ubik coordinator. Machine
B remains the coordinator for the Protection Database even after the
Protection Server on machine A is working again. The failure of the Protection
Server has no effect on the Authentication, Backup, or VL Servers, so their
coordinators remain on machine A.

Backing Up and Restoring the Administrative Databases

The AFS administrative databases store information that is critical for AFS
operation in your cell. If a database becomes corrupted due to a hardware
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failure or other problem on a database server machine, it likely to be difficult
and time-consuming to recreate all of the information from scratch. To protect
yourself against loss of data, back up the administrative databases to a
permanent media, such as tape, on a regular basis. The recommended method
is to use a standard local disk backup utility such as the UNIX tar command.

When deciding how often to back up a database, consider the amount of data
that you are willing to recreate by hand if it becomes necessary to restore the
database from a backup copy. In most cells, the databases differ quite a bit in
how often and how much they change. Changes to the Authentication
Database are probably the least frequent, and consist mostly of changed user
passwords. Protection Database and VLDB changes are probably more
frequent, as users add or delete groups and change group memberships, and
as you and other administrators create or move volumes. The number and
frequency of changes is probably greatest in the Backup Database, particularly
if you perform backups every day.

The ease with which you can recapture lost changes also differs for the
different databases:

* If regular users make a large proportion of the changes to the
Authentication Database and Protection Database in your cell, then
recovering them possibly requires a large amount of detective work and
interviewing of users, assuming that they can even remember what changes
they made at what time.

* Recovering lost changes to the VLDB is more straightforward, because you
can use the vos syncserv and vos syncvldb commands to correct any
discrepancies between the VLDB and the actual state of volumes on server
machines. Running these commands can be time-consuming, however.

* The configuration information in the Backup Database (Tape Coordinator
port offsets, volume sets and entries, the dump hierarchy, and so on)
probably does not change that often, in which case it is not that hard to
recover a few recent changes. In contrast, there are likely to be a large
number of new dump records resulting from dump operations. You can
recover these records by using the -dbadd argument to the backup
scantape command, reading in information from the backup tapes
themselves. This can take a long time and require numerous tape changes,
however, depending on how much data you back up in your cell and how
you append dumps. Furthermore, the backup scantape command is subject
to several restrictions. The most basic is that it halts if it finds that an
existing dump record in the database has the same dump ID number as a
dump on the tape it is scanning. If you want to continue with the scanning
operation, you must locate and remove the existing record from the
database. For further discussion, see the backup scantape command’s
reference page in the IBM AFS Administration Reference.
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These differences between the databases possibly suggest backing up the
database at different frequencies, ranging from every few days or weekly for
the Backup Database to every few weeks for the Authentication Database. On
the other hand, it is probably simpler from a logistical standpoint to back
them all up at the same time (and frequently), particularly if tape
consumption is not a major concern. Also, it is not generally necessary to keep
backup copies of the databases for a long time, so you can recycle the tapes
fairly frequently.

To back up the administrative databases

1. Log in as the local superuser root on a database server machine that is not
the synchronization site. The machine with the highest IP address is
normally the best choice, since it is least likely to become the
synchronization site in an election.

2. Issue the bos shutdown command to shut down the relevant server
process on the local machine. For a complete description of the command,

4 7

see

For the -instance argument, specify one or more database server process
names (buserver for the Backup Server, kaserver for the Authentication
Server, ptserver for the Protection Server, or vlserver for the Volume
Location Server. Include the -localauth flag because you are logged in as
the local superuser root but do not necessarily have administrative tokens.
# bos shutdown <machine name> -instance <instances>" -localauth [-wait]
3. Use a local disk backup utility, such as the UNIX tar command, to transfer
one or more database files to tape. If the local database server machine
does not have a tape device attached, use a remote copy command to
transfer the file to a machine with a tape device, then use the tar
command there.
The following command sequence backs up the complete contents of the
lusr/afs/db directory

# cd /usr/afs/db
# tar cvf tape device

To back up individual database files, substitute their names for the period
in the preceding tar command:

* bdb.DBO for the Backup Database
* kaserver.DBO for the Authentication Database
* prdb.DBO for the Protection Database
* vldb.DBO for the VLDB

4. Issue the bos start command to restart the server processes on the local
machine. For a complete description of the command, see
brocesses by changing their status flags to Run” on page 134. Provide the
same values for the -instance argument as in Step B, and the -localauth
flag for the same reason.
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# bos start <machine name> -instance <server process name>" -localauth

To restore an administrative database

1. Log in as the local superuser root on each database server machine in the
cell.

2. Working on one of the machines, issue the bos shutdown command once
for each database server machine, to shut down the relevant server process
on all of them. For a complete description of the command, see m

”

For the -instance argument, specify one or more database server process
names (buserver for the Backup Server, kaserver for the Authentication
Server, ptserver for the Protection Server, or vlserver for the Volume
Location Server. Include the -localauth flag because you are logged in as
the local superuser root but do not necessarily have administrative tokens.
# bos shutdown <machine name> -instance <instances>" -localauth [-wait]

3. Remove the database from each database server machine, by issuing the

following commands on each one.

# c¢d /usr/afs/db

For the Backup Database:

# rm bdb.DBO
# rm bdb.DBSYS1

For the Authentication Database:

# rm kaserver.DBO
# rm kaserver.DBSYS1

For the Protection Database:

# rm prdb.DBO
# rm prdb.DBSYS1

For the VLDB:

# rm vlidb.DBO
# rm vldb.DBSYS1

4. Using the local disk backup utility that you used to back up the database,
copy the most recently backed-up version of it to the appropriate file on
the database server machine with the lowest IP address. The following is
an appropriate tar command if the synchronization site has a tape device
attached:

# cd /usr/afs/db
# tar xvf tape _device database file

where database_file is one of the following:
* bdb.DBO for the Backup Database
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¢ kaserver.DBO for the Authentication Database
* prdb.DBO for the Protection Database
¢ vldb.DBO for the VLDB

Working on one of the machines, issue the bos start command to restart
the server process on each of the database server machines in turn. Start
with the machine with the lowest IP address, which becomes the
synchronization site for the Backup Database. Wait for it to establish itself
as the synchronization site before repeating the command to restart the
process on the other database server machines. For a complete description
of the command, see [T start processes by changing their status flags td

” . Provide the same values for the -instance argument as
in Step , and the -localauth flag for the same reason.

# bos start <machine name> -instance <server process name>" -localauth

If the database has changed since you last backed it up, issue the
appropriate commands from the instructions in the indicated sections to
recreate the information in the restored database. If issuing pts commands,
you must first obtain administrative tokens. The backup and vos
commands accept the -localauth flag if you are logged in as the local
superuser root, so you do not need administrative tokens. The
Authentication Server always performs a separate authentication anyway,
so you only need to include the -admin argument if issuing kas
commands.

* To define or remove volume sets and volume entries in the Backup

Database, see ['Defining_ and Displaying Volume Sets and Volumd

[Entries” on page 227

e To edit the dump hierarchy in the Backup Database, see W

* To define or remove Tape Coordinator port offset entries in the Backup

Database, see 'Canfiguring Tape Coardinator Machines and Tapd

evices” on page 223

* To restore dump records in the Backup Database, see
* To recreate Authentication Database entries or password changes for

users, see the appropriate section of ‘Chapter 13_Administering Usen

* To recreate Protection Database entries or group membership

information, see the approprlate section of !Chapter 14 _Administering

* To synchronize the VLDB with volume headers, see [!Synchronizing thd

M‘Mmﬂeadﬂs_m_pa.gemn .
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Installing Server Process Software

This section explains how to install new server process binaries on file server
machines, how to revert to a previous version if the current version is not
working properly, and how to install new disks to house AFS volumes on a
file server machine.

The most frequent reason to replace a server process’s binaries is to upgrade
AFS to a new version. In general, installation instructions accompany the
updated software, but this chapter provides an additional reference.

Each AFS server machine must store the server process binaries in a local disk
directory, called /usr/afs/bin by convention. For predictable system
performance, it is best that all server machines run the same build level, or at
least the same Vers1on of the server software For 1nstruct10ns on checking
AFS build level, see ’ “

The Update Server makes it easy to distribute a consistent version of software
to all server machines. You designate one server machine of each system type
as the binary distribution machine by running the server portion of the Update
Server (upserver process) on it. All other server machines of that system type
run the client portion of the Update Server (upclientbin process) to retrieve
updated software from the binary distribution machine. The IBM AFS Quick
Beginnings explains how to install the appropriate processes. For more on

binary distribution machines, see I'Binary Distribution Machines” on page 79.

When you use the Update Server, you install new binaries on binary
distribution machines only. If you install binaries directly on a machine that is
running the upclientbin process, they are overwritten the next time the
process compares the contents of the local /ust/afs/bin directory to the
contents on the system control machine, by default within five minutes.

The following instructions explain how to use the appropriate commands
from the bos suite to install and uninstall server binaries.

Installing New Binaries

An AFS server process does not automatically switch to a new process binary
file as soon as it is installed in the /ust/afs/bin directory. The process
continues to use the previous version of the binary file until it (the process)
next restarts. By default, the BOS Server restarts processes for which there are
new binary files every day at 5:00 a.m., as specified in the
lusr/afs/local/BosConfig file. To display or change this binary restart time, use
the bos getrestart and bos setrestart commands, as described in

BQOS Server’s Restart Times” on page 139.
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You can force the server machine to start using new server process binaries
immediately by issuing the bos restart command as described in the
following instructions.

You do not need to restart processes when you install new command suite
binaries. The new binary is invoked automatically the next time a command
from the suite is issued.

When you use the bos install command, the BOS Server automatically saves
the current version of a binary file by adding a .BAK extension to its name. It
renames the current .BAK version, if any, to the .OLD version, if there is no
.OLD version already. If there is a current .OLD version, the current .BAK
version must be at least seven days old to replace it.

It is best to store AFS binaries in the /usr/afs/bin directory, because that is the
only directory the BOS Server automatically checks for new binaries. You can,
however, use the bos install command’s -dir argument to install non-AFS
binaries into other directories on a server machine’s local disk. See the
command’s reference page in the IBM AFS Administration Reference for further
information.

To install new server binaries
1. Verify that you are listed in the /usr/afs/etc/UserList file. If necessar% issue

the bos listusers command, which is fully described in

7

% bos Tlistusers <machine name>

2. Verify that the binaries are available in the source directory from which
you are installing them. If the machine is also an AFS client, you can
retrieve the binaries from a central directory in AFS. Otherwise, you can
obtain them directly from the AFS distribution media, from a local disk
directory where you previously installed them, or from a remote machine
using a transfer utility such as the ftp command.

3. Issue the bos install command for the binary distribution machine. EIf Eou

have forgotten which machine is performing that role, see

binary distribution machine for a system type” on page 81.)

% bos install <machine name> <files to install>"

where
i Is the shortest acceptable abbreviation of install.

machine name
Names the binary distribution machine.

files to install
Names each binary file to install into the local /usr/afs/bin
directory. Partial pathnames are interpreted relative to the current
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working directory. The last element in each pathname (the
filename itself) matches the name of the file it is replacing, such as
bosserver or volserver for server processes, bos or vos for
commands.

Each AFS server process other than the fs process uses a single
binary file. The fs process uses three binary files: fileserver,
volserver, and salvager. Installing a new version of one
component does not necessarily mean that you need to replace all
three.

4. Repeat Step m for each binary distribution machine.

5. (Optional) If you want to restart processes to use the new binaries
immediately, wait until the upclientbin process retrieves them from the
binary distribution machine. You can verify the tlmestamps on blnarV files
by using the bos getdate command as described in

Mersion Dates” on page 9d. When the binary files are available on each

server machine, issue the bos restart command for whlch complete

instructions appear in

If you are working on an AFS client machine, it is a wise precaution to
have a copy of the bos command suite binaries on the local disk before
restarting server processes. In the conventional configuration, the
/usr/afsws/bin directory that houses the bos command binary on client
machines is a symbolic link into AFS, which conserves local disk space.
However, restarting certain processes (particularly the database server
processes) can make the AFS filespace inaccessible, particularly if a
problem arises during the restart. Having a local copy of the bos binary
enables you to uninstall or reinstall process binaries or restart processes
even in this case. Use the cp command to copy the bos command binary
from the /usr/afsws/bin directory to a local directory such as /tmp.

Restarting a process causes a service outage. It is best to perform the
restart at times of low system usage if possible.
% bos restart <machine name> <instances>"

Reverting to the Previous Version of Binaries

In rare cases, installing a new binary can cause problems serious enough to
require reverting to the previous version. Just as with installing binaries,
consistent system performance requires reverting every server machine back
to the same version. Issue the bos uninstall command described here on each
binary distribution machine.

When you use the bos uninstall command, the BOS Server discards the

current version of a binary file and promotes the .BAK version of the file by
removing the extension. It renames the current .OLD version, if any, to .BAK.

94 AFS: Administration Guide



If there is no current .BAK version, the bos uninstall command operation
fails and generates an error message. If a .OLD version still exists, issue the
mv command to rename it to .BAK before reissuing the bos uninstall
command.

Just as when you install new binaries, the server processes do not start using
a reverted version immediately. Presumably you are reverting because the
current binaries do not work, so the following instructions have you restart
the relevant processes.

To revert to the previous version of binaries
1. Verify that you are listed in the /usr/afs/etc/UserList file. If necessar% issue

the bos listusers command, which is fully described in

”

% bos Tistusers <machine name>

2. Verify that the .BAK version of each relevant binary is available in the
lust/afs/bin directory on each binary distribution machine. If necessary,

you can use the bos getdate command as described in 'Displaying Binaryi

Version Dates” on page 9d. If necessary, rename the .OLD version to .BAK
3. Issue the bos uninstall command for a binary distribution machine. EIf
you have forgotten which machine is performing that role, see

17 .)

% bos uninstall <machine name> <files to uninstall>"

where
u Is the shortest acceptable abbreviation of uninstall.

machine name
Names the binary distribution machine.

files to uninstall
Names each binary file in the /usr/afs/bin directory to replace with
its .BAK version. The file name alone is sufficient, because the
lusr/afs/bin directory is assumed.

4. Repeat Step B for each binary distribution machine.
5. Wait until the upclientbin process on each server machine retrieves the

reverted from the binary distribution machine. You can verify the
timestamps on binary files by using the bos getdate command as

described in I'Displaying Binary Version Dates” on page 94. When the

binary files are available on each server machine, issue the bos restart
command, for which complete instructions appear in
. : 7

If you are working on an AFS client machine, it is a wise precaution to
have a copy of the bos command suite binaries on the local disk before
restarting server processes. In the conventional configuration, the
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/usr/afsws/bin directory that houses the bos command binary on client
machines is a symbolic link into AFS, which conserves local disk space.
However, restarting certain processes (particularly the database server
processes) can make the AFS filespace inaccessible, particularly if a
problem arises during the restart. Having a local copy of the bos binary
enables you to uninstall or reinstall process binaries or restart processes
even in this case. Use the cp command to copy the bos command binary
from the /ust/afsws/bin directory to a local directory such as /tmp.

% bos restart <machine name> <instances>"
Displaying Binary Version Dates
You can check the compilation dates for all three versions of a binary file in
the /usr/afs/bin directory--the current, .BAK and .OLD versions. This is useful
for verifying that new binaries have been copied to a file server machine from

its binary distribution machine before restarting a server process to use the
new binaries.

To check dates on binaries in a directory other than /usr/afs/bin, add the -dir
argument. See the IBM AFS Administration Reference.
To display binary version dates

1. Issue the bos getdate command.
% bos getdate <machine name> <files to check>"

where
getd Is the shortest acceptable abbreviation of getdate.

machine name
Name the file server machine for which to display binary dates.

files to check
Names each binary file to display.
Removing Obsolete Binary Files

When processes with new binaries have been running without problems for a
number of days, it is generally safe to remove the .BAK and .OLD versions
from the /usr/afs/bin directory, both to reduce clutter and to free space on the
file server machine’s local disk.

You can use the bos prune command’s flags to remove the following types of
files:

* To remove files in the /usr/afs/bin directory with a .BAK extension, use the
-bak flag.

* To remove files in the /usr/afs/bin directory with a .OLD extension, use the
-old flag.
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* To remove files in the /usr/afs/logs directory called core, with any
extension, use the -core flag.

* To remove all three types of files, use the -all flag.

To remove obsolete binaries

1. Verify that you are listed in the /usr/afs/etc/UserList file. If necessar% issue

the bos listusers command, which is fully described in

”

% bos listusers <machine name>
2. Issue the bos prune command with one or more of its flags.
% bos prune <machine name> [-bak] [-old] [-core] [-all]

where
p Is the shortest acceptable abbreviation of prune.

machine name
Names the file server machine on which to remove obsolete files.

-bak  Removes all the files with a .BAK extension from the /usr/afs/bin
directory. Do not combine this flag with the -all flag.

-old Removes all the files a .OLD extension from the /ust/afs/bin
directory. Do not combine this flag with the -all flag.

-core  Removes all core files from the /ust/afs/logs directory. Do not
combine this flag with the -all flag

-all Combines the effect of the other three flags. Do not combine it
with the other three flags.

Displaying A Binary File’s Build Level
For the most consistent performance on a server machine, and cell-wide, it is
best for all server processes to come from the same AFS distribution. Every
AFS binary includes an ASCII string that specifies its version, or build level. To

display it, use the strings and grep commands, which are included in most
UNIX distributions.

To display an AFS binary’s build level

1. Change to the directory that houses the binary file . If you are not sure
where the binary resides, issue the which command.
% which binary file
/bin_dir_path/binary_file
% cd bin_dir_path
2. Issue the strings command to extract all ASCII strings from the binary file.
Pipe the output to the grep command to locate the relevant line.

0

% strings ./binary file | grep Base
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The output reports the AFS build level in a format like the following:
@(#)Base configuration afsversion build level

For example, the following string indicates the binary is from AFS 3.6
build 3.0:

@(#)Base configuration afs3.6 3.0

Maintaining the Server CellServDB File

Every file server machine maintains a list of its home cell’s database server
machines in the local disk file /usr/afs/etc/CellServDB on its local disk. Both
database server processes and non-database server processes consult the file:

* The database server processes (the Authentication, Backup, Protection, and
Volume Location Servers) maintain constant contact with their peers in
order to keep their copies of the replicated administrative databases
synchronized.

As detailed in tR.ephcaJ:n.g_tbP_AES_AdmmstnaherlaiabasesLnn_pa.ge_&ﬂ,

the database server processes use the Ubik utility to synchronize the
information in the databases they maintain. The Ubik coordinator at the
synchronization site for each database maintains the single read /write copy
of the database and distributes changes to the secondary sites as necessary.
It must maintain contact with a majority of the secondary sites to remain
the coordinator, and consults the CellServDB file to learn how many peers
it has and on which machines they are running.

If the coordinator loses contact with the majority of its peers, they all
cooperate to elect a new coordinator by majority vote. During the election,
all of the Ubik processes consult the CellServDB file to learn where to send
their votes, and what number constitutes a majority.

* The non-database server processes must know which machines are running
the database server processes in order to retrieve information from the
databases. For example, the first time that a user accesses an AFS file, the
File Server that houses it contacts the Protection Server to obtain a list of
the user’s group memberships (the list is called a current protection
subgroup, or CPS). The File Server uses the CPS as it determines if the
access control list (ACL) protecting the file grants the required permissions
to the user (for more details, see L i ”

page 519).

The consequences of missing or incorrect information in the CellServDB file
are as follows:

* If the file does not list a machine, then it is effectively not a database server
machine even if the database server processes are running. The Ubik
coordinator does not send it database updates or include it in the count that
establishes a majority. It does not participate in Ubik elections, and so
refuses to distribute database information to any client machines that
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happen to contact it (which they can do if their /usr/vice/etc/CellServDB
file lists it). Users of the client machine must wait for a timeout before they
can contact a correctly functioning database server machine.

* If the file lists a machine that is not running the database server processes,
the consequences can be serious. The Ubik coordinator cannot send it
database updates, but includes it in the count that establishes a majority. If
valid secondary sites go down and stop sending their votes to the
coordinator, it can wrongly appear that the coordinator no longer has the
majority it needs. The resulting election of a new coordinator causes a
service outage during which information from the database becomes
unavailable. Furthermore, the lack of a vote from the incorrectly listed site
can disturb the election, if it makes the other sites believe that a majority of
sites are not voting for the new coordinator.

A more minor consequence is that non-database server processes attempt to
contact the database server processes on the machine. They experience a
timeout delay because the processes are not running.

Note that the /usr/afs/etc/CellServDB file on a server machine is not the same
as the /usr/vice/etc/CellServDB file on client machine. The client version
includes entries for foreign cells as well as the local cell. However, it is
important to update both versions of the file whenever you change your cell’s
database server machines. A server machine that is also a client needs to have
both files, and you need to update them both. For more information on
maintaining the client version of the CellServDB file, see

Distributing the Server CellServDB File

To avoid the negative consequences of incorrect information in the
lusr/afs/etc/CellServDB file, you must update it on all of your cell’s server
machines every time you add or remove a database server machine. The IBM
AFS Quick Beginnings provides complete instructions for installing or
removing a database server machine and for updating the CellServDB file in
that context. This section explains how to distribute the file to your server
machines and how to make other cells aware of the changes if you participate
in the AFS global name space.

If you use the United States edition of AFS, use the Update Server to
distribute the central copy of the server CellServDB file stored on the cell’s
system control machine. If you use the international edition of AFS, instead
change the file on each server machine individually. For further discussion of
the system control machine and why international cells must not use it for
files in the /usr/afs/etc directory, see I‘The System Control Machine” or

. For instructions on configuring the Update Server when using the
United States version of AFS, see the IBM AFS Quick Beginnings.

Chapter 3. Administering Server Machines 99



To avoid formatting errors that can cause errors, always use the bos addhost

and bos removehost commands, rather than editing the file directly. You must
also restart the database server processes running on the machine, to initiate a
coordinator election among the new set of database server machines. This step

is included in the instructions that appear in [‘To add a database serverd
machine to the CellServDB file” on page 101 and FTo remove a databasd

” . For instructions on

kerver machine from the CellServDB file” on page 103
disglaﬁinﬁ the contents of the file, see 'To display a cell’s database served

If you make your cell accessible to foreign users as part of the AFS global
name space, you also need to inform other cells when you change your cell’s
database server machines. The AFS Support group maintains a CellServDB
file that lists all cells that participate in the AFS global name space, and can

change your cell’s entry at your request. For further details, see W

”

Another way to advertise your cell’s database server machines is to maintain
a copy of the file at the conventional location in your AFS filespace,
lafs/cell_namelservicel/etc/CellServDB.local. For further discussion, see

1

To display a cell's database server machines

1. Issue the bos listhosts command. If you have maintained the file properly,
the output is the same on every server machine, but the machine name
argument enables you to check various machines if you wish.

% bos listhosts <machine name> [<cell name>]

where
listh  Is the shortest acceptable abbreviation of listhosts.

machine name
Specifies the server machine from which to display the
[usr/afs/etc/CellServDB file.

cell name
Specifies the complete Internet domain name of a foreign cell. You
must already know the name of at least one server machine in the
cell, to provide as the machine name argument.

The output lists the machines in the order they appear in the CellServDB file
on the specified server machine. It assigns each one a Host index number, as
in the following example. There is no implied relationship between the index
and a machine’s IP address, name, or role as Ubik coordinator or secondary
site.
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% bos Tisthosts fsl.abc.com
Cell name is abc.com
Host 1 is fsl.abc.com
Host 2 is fs7.abc.com
Host 3 is fs4.abc.com

The output lists machines by name rather than IP address as long as the
naming service (such as the Domain Name Service or local host table) is
functioning properly. To display IP addresses, login to a server machine as the
local superuser root and use a text editor or display command, such as the cat
command, to view the /usr/afs/etc/CellServDB file.

To add a database server machine to the CellServDB file

1. Verify that you are listed in the /usr/afs/etc/UserList file. If necessary, issue
the bos listusers command, which is fully described in m@

”

% bos Tlistusers <machine name>

2. Issue the bos addhost command to add each new database server machine
to the CellServDB file. If you use the United States edition of AFS, specify
the system control machine as machine name. (If you have forgotten which
machine is the system control machine, see ‘The Qutput on the System
Contral Machine” on page 82l If you use the international edition of AFS,
repeat the command on each or your cell’s server machines in turn by
substituting its name for machine name.

% bos addhost <machine name> <host name>"*

where
addh Is the shortest acceptable abbreviation of addhost.

machine name
Names the system control machine, if you are using the United
States edition of AFS. If you are using the international edition of
AFS, it names each of your server machines in turn.

host name
Specifies the fully qualified hostname of each database server
machine to add to the CellServDB file (for example: fs4.abc.com).
The BOS Server uses the gethostbyname() routine to obtain each
machine’s IP address and records both the name and address
automatically.

3. Restart the Authentication Server, Backup Server, Protection Server, and
VL Server on every database server machine, so that the new set of
machines participate in the election of a new Ubik coordinator. The
instruction uses the conventional names for the processes; make the
appropriate substitution if you use different process names. For complete
syntax, see L i i i “
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Important: Repeat the following command in quick succession on all of
the database server machines.

% bos restart <machine name> buserver kaserver ptserver vlserver
4. Edit the /usr/vice/etc/CellServDB file on each of your cell’s client

machines. For instructions, see ’Maintaining Knowledge of Databasd
Berver Machines” on page 394.

5. If you participate in the AFS global name space, please have one of your
cell’s designated site contacts register the changes you have made with the
AFS Product Support group.

If you maintain a central copy of your cell’s server CellServDB file in the
conventional location (/afs/cell_namel/service/etc/CellServDB.local), edit the
file to reflect the change.

To remove a database server machine from the CellServDB file

1. Verify that you are listed in the /usr/afs/etc/UserList file. If necessary, issue
the bos listusers command, which is fully described in m

”

% bos listusers <machine name>

2. Issue the bos removehost command to remove each database server
machine from the CellServDB file. If you use the United States edition of
AFS, specify the system control machine as machine name. (If you have
forgotten which machine is the system control machine, see m

” .) If you use the international
edition of AFS, repeat the command on each or your cell’s server machines
in turn by substituting its name for machine name.

% bos removehost <machine name> <host name>*

where

removeh
Is the shortest acceptable abbreviation of removehost.

machine name
Names the system control machine, if you are using the United
States edition of AFS. If you are using the international edition of
AFS, it names each of your server machines in turn.

host name
Specifies the fully qualified hostname of each database server
machine to remove from the CellServDB file (for example:
fs4.abc.com).

3. Restart the Authentication Server, Backup Server, Protection Server, and
VL Server on every database server machine, so that the new set of
machines participate in the election of a new Ubik coordinator. The
instruction uses the conventional names for the processes; make the
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appropriate subst1tut10n if you use different process names. For complete
syntax, see i

Important: Repeat the following command in quick succession on all of
the database server machines.

% bos restart <machine name> buserver kaserver ptserver vlserver

4. Edit the /usr/v1ce/etc/CeIISeerB file on each of your cell’s client
machines. Por instructions, see i

”

5. If you participate in the AFS global name space, please have one of your
cell’s designated site contacts register the changes you have made with the
AFS Product Support group.

If you maintain a central copy of your cell’s server CellServDB file in the
conventional location (/afs/cell_namel/service/etc/CellServDB.local), edit the
file to reflect the change.

Managing Authentication and Authorization Requirements

This section describes how the AFS server processes guarantee that only
properly authorized users perform privileged commands, by checking
authorization checking and mutually authenticating with their clients. It
explains how you can control authorization checking requirements on a
per-machine or per-cell basis, and how to bypass mutual authentication when
issuing commands.

Authentication versus Authorization

Many AFS commands are privileged in that the AFS server process invoked by
the command performs it only for a properly authorized user. The server
process performs the following two tests to determine if someone is properly
authorized:

* In the authentication test, the server process mutually authenticates with the
command interpreter, Cache Manager, or other client process that is acting
on behalf of a user or application. The goal of this test is to determine who
is issuing the command. The server process verifies that the issuer really is
who he or she claims to be, by examining the server ticket and other
components of the issuer’s token. (Secondarily, it allows the client process
to verify that the server process is genuine.) If the issuer has no token or
otherwise fails the test, the server process assigns him or her the identity
anonymous, a completely unprivileged user. For a more complete

description of mutual authentication, see [Z/A Mare Detailed T.ook at Mutual
Many individual commands enable you to bypass the authentication test by
assuming the anonymous identity without even attempting to mutually
authenticate. Note, however, that this is futile if the command is privileged
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and the server process is still performing the authorization test, because in
that case the process refuses to execute privileged commands for the
anonymous user.

* In the authorization test, the server process determines if the issuer is
authorized to use the command by consulting a list of privileged users. The
goal of this test is to determine what the issuer is allowed to do. Different
server processes consult different lists of users, as described in

i ini i ivilege” . The server process refuses
to execute any privileged command for an unauthorized issuer. If a
command has no privilege requirements, the server process skips this step
and executes and immediately.

Note: Never place the anonymous user or the system:anyuser group on a
privilege list; it makes authorization checking meaningless.

You can use the bos setauth command to control whether the server
processes on a server machine check for authorization. Other server
machines are not affected. Keep in mind that turning off
authorization checking is a grave security risk, because the server
processes on that machine perform any action for any user.

Controlling Authorization Checking on a Server Machine

Disabling authorization checking is a serious breach of security because it
means that the AFS server processes on a file server machine performs any
action for any user, even the anonymous user.

The only time it is common to disable authorization checking is when
installing a new file server machine (see the IBM AFS Quick Beginnings). It is
necessary then because it is not possible to configure all of the necessary
security mechanisms before performing other actions that normally make use
of them. For greatest security, work at the console of the machine you are
installing and enable authorization checking as soon as possible.

During normal operation, the only reason to disable authorization checking is
if an error occurs with the server encryption keys, leaving the servers unable
to authenticate users properly. For instructions on handling key-related
emergencies, see [’ i i ies”

You control authorization checking on each file server machine separately;
turning it on or off on one machine does not affect the others. Because client
machines generally choose a server process at random, it is hard to predict
what authorization checking conditions prevail for a given command unless
you make the requirement the same on all machines. To turn authorization
checking on or off for the entire cell, you must repeat the appropriate
command on every file server machine.
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The server processes constantly monitor the directory /usr/afs/local on their
local disks to determine if they need to check for authorization. If the file
called NoAuth appears in that directory, then the servers do not check for
authorization. When it is not present (the usual case), they perform
authorization checking.

Control the presence of the NoAuth file through the BOS Server. When you
disable authorization checking with the bos setauth command (or, during
installation, by putting the -noauth flag on the command that starts up the
BOS Server), the BOS Server creates the zero-length NoAuth file. When you
reenable authorization checking, the BOS Server removes the file.

To disable authorization checking on a server machine
1. Verify that you are listed in the /usr/afs/etc/UserList file. If necessar% issue

the bos listusers command, which is fully described in

7

% bos listusers <machine name>
2. Issue the bos setauth command to disable authorization checking.
% bos setauth <machine name> off

where
seta  Is the shortest acceptable abbreviation of setauth.

machine name
Specifies the file server machine on which server processes do not
check for authorization.

To enable authorization checking on a server machine

1. Reenable authorization checking. (No privilege is required because the
machine is not currently checking for authorization.) For detailed syntax
information, see the preceding section.

% bos setauth <machine name> on

Bypassing Mutual Authentication for an Individual Command

Several of the server processes allow any user (not just system administrators)
to disable mutual authentication when issuing a command. The server process
treats the issuer as the unauthenticated user anonymous.

The facilities for preventing mutual authentication are provided for use in
emergencies (such as the key emergency discussed in Handling Serven

i ies” ). During normal circumstances,
authorization checking is turned on, making it useless to prevent
authentication: the server processes refuse to perform privileged commands
for the user anonymous.
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It can be useful to prevent authentication when authorization checking is
turned off. The very act of trying to authenticate can cause problems if the
server cannot understand a particular encryption key, as is likely to happen in
a key emergency.

To bypass mutual authentication for bos, kas, pts, and vos commands

Provide the -noauth flag which is available on many of the commands in the
suites. To verify that a command accepts the flag, issue the help command in
its suite, or consult the command’s reference page in the IBM AFS
Administration Reference (the reference page also specifies the shortest
acceptable abbreviation for the flag on each command). The suites” apropos
and help commands do not themselves accept the flag.

You can bypass mutual authentication for all kas commands issued during an
interactive session by including the -noauth flag on the kas interactive
command. If you have already entered interactive mode with an authenticated
identity, issue the (kas) noauthentication command to assume the anonymous
identity.

To bypass mutual authentication for fs commands

This is not possible, except by issuing the unlog command to discard your
tokens before issuing the fs command.

Adding or Removing Disks and Partitions

AFS makes it very easy to add storage space to your cell, just by adding disks
to existing file server machines. This section explains how to install or remove
a disk used to store AFS volumes. (Another way to add storage space is to
install additional server machines, as instructed in the IBM AFS Quick
Beginnings.)

Both adding and removing a disk cause at least a brief file system outage,
because you must restart the fs process to have it recognize the new set of
server partitions. Some operating systems require that you shut the machine
off before adding or removing a disk, in which case you must shut down all
of the AFS server processes first. Otherwise, the AFS-related aspects of adding
or removing a disk are not complicated, so the duration of the outage
depends mostly on how long it takes to install or remove the disk itself.

The following instructions for installing a new disk completely prepare it to
house AFS volumes. You can then use the vos create command to create new
volumes, or the vos move command to move existing ones from other

partitions. For instructions, see [!Creating Read /write Volumes” on page 148
and 'Moving Volumes” on page 181l. The instructions for removing a disk are

basically the reverse of the installation instructions, but include extra steps
that protect against data loss.
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A server machines can house 256 AFS server partitions, each one mounted at
a directory with a name of the form /vicepindex, where index is one or two
lowercase letters. By convention, the first partition on a machine is mounted
at /vicepa, the second at /vicepb, and so on to the twenty-sixth at /vicepz.
Additional partitions are mounted at /vicepaa through /vicepaz and so on up
to /vicepiv. Using the letters consecutively is not required, but is simpler.

Mount each /vicep directory directly under the local file system’s root
directory ( /), not as a subdirectory of any other directory; for example,
lust/vicepa is not an acceptable location. You must also map the directory to
the partition’s device name in the file server machine’s file systems registry
file (/fetc/fstab or equivalent).

These instructions assume that the machine’s AFS initialization file includes
the following command to restart the BOS Server after each reboot. The BOS
Server starts the other AFS server processes listed in the local
lusr/afs/local/BosConfig file. For information on the bosserver command’s
optional arguments, see its reference page in the IBM AFS Administration
Reference.

/usr/afs/bin/bosserver &

To add and mount a new disk to house AFS volumes
1. Become the local superuser root on the machine, if you are not already, by
issuing the su command.

% su root
Password: root_password

2. Decide how many AFS partitions to divide the new disk into and the
names of the directories at which to mount them (the introduction to this
section describes the naming conventions). To display the names of the
existing server partitions on the machine, issue the vos listpart command.
Include the -localauth flag because you are logged in as the local
superuser root but do not necessarily have administrative tokens.

# vos listpart <machine name> -localauth

where
listp s the shortest acceptable abbreviation of listpart.

machine name
Names the local file server machine.

-localauth
Constructs a server ticket using a key from the local
lusr/afs/etc/KeyFile file. The bos command interpreter presents it
to the BOS Server during mutual authentication.

3. Create each directory at which to mount a partition.
# mkdir /vicepx[x]
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4. Using a text editor, create an entry in the machine’s file systems registry
file (/etc/fstab or equivalent) for each new disk partition, mapping its
device name to the directory you created in the previous step. Refer to
existing entries in the file to learn the proper format, which varies for
different operating systems.

5. If the operating system requires that you shut off the machine to install a
new disk, issue the bos shutdown command to shut down all AFS server
processes other than the BOS Server (it terminates safely when you shut
off the machine). Include the -localauth flag because you are logged in as
the local superuser root but do not necessarily have administrative tokens.

For a complete description of the command, see I'To stop pracessed

# bos shutdown <machine name> -localauth [-wait]

6. If necessary, shut off the machine. Install and format the new disk
according to the instructions provided by the disk and operating system
vendors. If necessary, edit the disk’s partition table to reflect the changes
you made to the files system registry file in step l; consult the operating
system documentation for instructions.

7. If you shut off the machine down in step E, turn it on. Otherwise, issue
the bos restart command to restart the fs process, forcing it to recognize
the new set of server partitions. Include the -localauth flag because you
are logged in as the local superuser root but do not necessarily have
administrative tokens. For complete instructions for the bos restart

command, see I‘Stopping and Immediately Restarting Pracesses” od

# bos restart <machine name> fs -localauth

8. Issue the bos status command to verify that all server processes are
running correctly. For more detailed instructions, see I'Displaying Pracesd

Btatus and Information from the BosConfig File” on page 124.

# bos status <machine name>

To unmount and remove a disk housing AFS volumes

1. Verify that you are listed in the /usr/afs/etc/UserList file. If necessary,
issue the bos listusers command, which is fully described in m

2

% bos listusers <machine name>

2. Issue the vos listvol command to list the volumes housed on each
partition of each disk you are about to remove, in preparation for
removing them or moving them to other partitions. For detailed

instructions, see I'Displaying Volume Headers” on page 173.

0

% vos listvol <machine name> [<partition name>]

3. Move any volume you wish to retain in the file system to another
partition. You can move only read/write volumes. For more detailed
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10.

11.

instructions, and for instructions on moving read-only and backup

volumes, see 'Moving Volumes” on page 181.

0

% vos move <volume name or ID> \
<machine name on source> <partition name on source> \
<machine name on destination> <partition name on destination>

(Optional) If there are any volumes you do not wish to retain, back them

Become the local superuser root on the machine, if you are not already,
by issuing the su command.

% su root

Password: root_password
Issue the umount command, repeating it for each partition on the disk to
be removed.

#cd /

# umount /dev/<partition_block_device_name>
Using a text editor, remove or comment out each partition’s entry from
the machine’s file systems registry file (/etc/fstab or equivalent).

Remove the /vicep directory associated with each partition.
# rmdir /vicepxx

If the operating system requires that you shut off the machine to remove
a disk, issue the bos shutdown command to shut down all AFS server
processes other than the BOS Server (it terminates safely when you shut
off the machine). Include the -localauth flag because you are logged in as
the local superuser root but do not necessarily have administrative
tokens. For a complete description of the command, see

# bos shutdown <machine name> -localauth [-wait]

If necessary, shut off the machine. Remove the disk according to the
instructions provided by the disk and operating system vendors. If
necessary, edit the disk’s partition table to reflect the changes you made
to the files system registry file in step @; consult the operating system
documentation for instructions.

If you shut off the machine down in step , turn it on. Otherwise, issue
the bos restart command to restart the fs process, forcing it to recognize
the new set of server partitions. Include the -localauth flag because you
are logged in as the local superuser root but do not necessarily have
administrative tokens. For complete instructions for the bos restart

command, see ['Stopping and Immediately Restarting Pracesses” onl

# bos restart <machine name> fs -localauth
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12. Issue the bos status command to verify that all server processes are
running correctly. For more detailed instructions, see ['Displaying Process

&ms_mﬁmmmﬂmﬁgﬂuﬂw ” .

# bos status <machine name>

Managing Server IP Addresses and VLDB Server Entries

The AFS support for multihomed file server machines is largely automatic.
The File Server process records the IP addresses of its file server machine’s
network interfaces in the local /usr/afs/local/sysid file and also registers them
in a server entry in the Volume Location Database (VLDB). The sysid file and
server entry are identified by the same unique number, which creates an
association between them.

When the Cache Manager requests volume location information, the Volume
Location (VL) Server provides all of the interfaces registered for each server
machine that houses the volume. This enables the Cache Manager to make
use of multiple addresses when accessing AFS data stored on a multihomed
file server machine.

If you wish, you can control which interfaces the File Server registers in its
VLDB server entry by creating two files in the local /usr/afs/local directory:
NetInfo and NetRestrict. Each time the File Server restarts, it builds a list of
the local machine’s interfaces by reading the Netlnfo file, if it exists. If you do
not create the file, the File Server uses the list of network interfaces configured
with the operating system. It then removes from the list any addresses that
appear in the NetRestrict file, if it exists. The File Server records the resulting
list in the sysid file and registers the interfaces in the VLDB server entry that
has the same unique identifier.

On database server machines, the NetInfo and NetRestrict files also
determine which interfaces the Ubik database synchronization library uses
when communicating with the database server processes running on other
database server machines.

There is a maximum number of IP addresses in each server entry, as
documented in the IBM AFS Release Notes. If a multihomed file server
machine has more interfaces than the maximum, AFS simply ignores the
excess ones. It is probably appropriate for such machines to use the NetInfo
and NetRestrict files to control which interfaces are registered.

If for some reason the sysid file no longer exists, the File Server creates a new
one with a new unique identifier. When the File Server registers the contents
of the new file, the Volume Location (VL) Server normally recognizes
automatically that the new file corresponds to an existing server entry, and
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overwrites the existing server entry with the new file contents and identifier.
However, it is best not to remove the sysid file if that can be avoided.

Similarly, it is important not to copy the sysid file from one file server
machine to another. If you commonly copy the contents of the /usr/afs
directory from an existing machine as part of installing a new file server
machine, be sure to remove the sysid file from the /usr/afs/local directory on
the new machine before starting the File Server.

There are certain cases where the VL Server cannot determine whether it is
appropriate to overwrite an existing server entry with a new sysid file’s
contents and identifier. It then refuses to allow the File Server to register the
interfaces, which prevents the File Server from starting. This can happen if,
for example, a new sysid file includes two interfaces that currently are
registered by themselves in separate server entries. In such cases, error
messages in the /usr/afs/log/VLLog file on the VL Server machine and in the
lusr/afs/log/FileLog file on the file server machine indicate that you need to
use the vos changeaddr command to resolve the problem. Contact the AFS
Product Support group for instructions and assistance.

Except in this type of rare error case, the only appropriate use of the vos
changeaddr command is to remove a VLDB server entry completely when
you remove a file server machine from service. The VLDB can accommodate a
maximum number of server entries, as specified in the IBM AFS Release Notes.
Removing obsolete entries makes it possible to allocate server entries for new
file server machines as required. See the instructions that follow.

Do not use the vos changeaddr command to change the list of interfaces
registered in a VLDB server entry. To change a file server machine’s IP
addresses and server entry, see the instructions that follow.

To create or edit the server NetInfo file

1. Become the local superuser root on the machine, if you are not already, by
issuing the su command.

0

% su root
Password: root_password

2. Using a text editor, open the /usr/afs/local/NetInfo file. Place one IP
address in dotted decimal format (for example, 192.12.107.33) on each
line. The order of entries is not significant.

3. If you want the File Server to start using the revised list immediately, use
the bos restart command to restart the fs process. For instructions, see

t/SI . 11 i- l ] R l I E 7 ]32

To create or edit the server NetRestrict file

1. Become the local superuser root on the machine, if you are not already, by
issuing the su command.
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% su root
Password: root_password
2. Using a text editor, open the /usr/afs/local/NetRestrict file. Place one IP

address in dotted decimal format on each line. The order of the addresses
is not significant. Use the value 255 as a wildcard that represents all
possible addresses in that field. For example, the entry 192.12.105.255
indicates that the Cache Manager does not register any of the addresses in
the 192.12.105 subnet.

3. If you want the File Server to start using the revised list immediately, use
the bos restart command to restart the fs process. For instructions, see

To display all server entries from the VLDB

1. Issue the vos listaddrs command to display all server entries from the
VLDB.

% vos Tistaddrs
where lista is the shortest acceptable abbreviation of listaddrs.

The output displays all server entries from the VLDB, each on its own
line. If a file server machine is multihomed, all of its registered addresses
appear on the line. The first one is the one reported as a volume’s site in
the output from the vos examine and vos listvldb commands.

VLDB server entries record IP addresses, and the command interpreter has
the local name service (either a process like the Domain Name Service or a
local host table) translate them to hostnames before displaying them. If an
IP address appears in the output, it is not possible to translate it.

The existence of an entry does not necessarily indicate that the machine
that is still an active file server machine. To remove obsolete server entries,
see the following instructions.

To remove obsolete server entries from the VLDB
1. Verify that you are listed in the /usr/afs/etc/UserList file. If necessar%, issue

the bos listusers command, which is fully described in
Lisers in the Userl ist file” an page 568

% bos listusers <machine name>

2. Issue the vos changeaddr command to remove a server entry from the
VLDB.

0

% vos changeaddr <original IP address> -remove

where

ch Is the shortest acceptable abbreviation of changeaddr.
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original IP address
Specifies one of the IP addresses currently registered for the file
server machine in the VLDB. Any of a multihomed file server
machine’s addresses are acceptable to identify it.

-remove
Removes the server entry.

To change a server machine’s IP addresses

1. Verify that you are listed in the /usr/afs/etc/UserList file. If necessar
issue the bos listusers command, which is fully described in m

”

% bos Tlistusers <machine name>

2. 1If the machine is the system control machine or a binary distribution
machine, and you are also changing its hostname, redefine all relevant
upclient processes on other server machines to refer to the new
hostname. Use the bos delete and bos create commands as instructed in

7 . : 7

3. If the machine is a database server machine, edit its entry in the
lust/afs/etc/CellServDB file on every server machine in the cell to list one
of the new IP addresses. If you use the United States edition of AFS, you
can edit the file on the system control machine and wait the required
time (by default, five minutes) for the Update Server to distribute the
changed file to all server machines.

4. If the machine is a database server machine, issue the bos shutdown
command to stop all server processes. If the machine is also a file server,
the volumes on it are inaccessible durmg this time. For a complete

deSCI'IEtIOI’I of the command, see ”

% bos shutdown <machine name>

5. Use the utilities provided with the operating system to change one or
more of the machine’s IP addresses.

6. If appropriate, edit the /usr/afs/local/NetInfo file, the
lusr/afs/local/NetRestrict file, or both, to reflect the changed addresses.
Instructions appear earlier in this section.

7. If the machine is a database server machine, issue the bos restart
command to restart all server processes on the machme For Complete
instructions for the bos restart command, see

% bos restart <machine name> -all

At the same time, issue the bos restart command on all other database
server machines in the cell to restart the database server processes only
(the Authentication, Backup, Protection, and Volume Location Servers).
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Issue the commands in quick succession so that all of the database server
processes vote in the quorum election.

% bos restart <machine name> kaserver buserver ptserver vlserver

If you are changing IP addresses on every database server machine in the
cell, you must also issue the bos restart command on every file server
machine in the cell to restart the fs process.

8. If the machine is not a database server machine, issue the bos restart
command to restart the fs process (if the machine is a database server,
you already restarted the process in the previous step). The File Server
automatically compiles a new list of interfaces, records them in the
lusr/afs/local/sysid file, and registers them in its VLDB server entry.

% bos restart <machine name> fs

9. If the machine is a database server machine, edit its entry in the
lusr/vice/etc/CellServDB file on every client machine in the cell to list
one of the new IP addresses. Instructions appear in

10. If there are machine entries in the Protection Database for the machine’s
previous IP addresses, use the pts rename command to change them to

the new addresses. For instructions, see !Changing a Protection Databasd

7 ”

Rebooting a Server Machine

You can reboot a server machine either by typing the appropriate commands
at its console or by issuing the bos exec command on a remote machine.
Remote rebooting can be more convenient, because you do not need to leave
your present location, but you cannot track the progress of the reboot as you
can at the console. Remote rebooting is possible because the server machine’s
operating system recognizes the BOS Server, which executes the bos exec
command, as the local superuser root.

Rebooting server machines is part of routine maintenance in some cells, and
some instructions in the AFS documentation include it as a step. It is certainly
not intended to be the standard method for recovering from AFS-related
problems, however, but only a last resort when the machine is unresponsive
and you have tried all other reasonable options.

Rebooting causes a service outage. If the machine stores volumes, they are all
inaccessible until the reboot completes and the File Server reattaches them. If
the machine is a database server machine, information from the databases can
become unavailable during the reelection of the synchronization site for each
database server process; the VL Server outage generally has the greatest
impact, because the Cache Manager must be able to access the VLDB to fetch
AFS data.
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By convention, a server machine’s AFS initialization file includes the following
command to restart the BOS Server after each reboot. It starts the other AFS
server processes listed in the local /usr/afs/local/BosConfig file. These
instructions assume that the initialization file includes the command.

/usr/afs/bin/bosserver &

To reboot a file server machine from its console

1. Become the local superuser root on the machine, if you are not already, by
issuing the su command.

0

% su root
Password: root_password
2. Issue the bos shutdown command to shut down all AFS server processes
other than the BOS Server, which terminates safely when you reboot the
machine. Include the -localauth flag because you are logged in as the local
superuser root but do not necessarily have admmlstratlve tokens. For a

comEIete description of the command, see

# bos shutdown <machine name> -localauth [-wait]

2

3. Reboot the machine. On many system types, the appropriate command is
shutdown, but the appropriate options vary; consult your UNIX
administrator’s guide.

# shutdown

To reboot a file server machine remotely

1. Verify that you are listed in the /ust/afs/etc/UserList file on the machine
you are rebooting. If necessary, issue the bos listusers command, which is
fu]]y described in I'Ta diaplnv the users in the [serl ist file” an page 564

% bos Tistusers <machine name>

2. Issue the bos shutdown to halt AFS server processes other than the BOS
Server, which terminates safely when you turn off the machine. For a

comglete description of the command, see “Ta stop pracesses tempararily’]

% bos shutdown <machine name> [-wait]
3. Issue the bos exec command to reboot the machine remotely.
% bos exec <machine name> reboot_command

where

machine name
Names the file server machine to reboot.

reboot_command
Is the rebooting command for the machine’s operating system. The
shutdown command is appropriate on many system types, but
consult your operating system documentation.
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Chapter 4. Monitoring and Controlling Server Processes

One of your most important responsibilities as a system administrator is
ensuring that the processes on file server machines are running correctly. The
BOS Server, which runs on every file server machine, relieves you of much of
the responsibility by constantly monitoring the other AFS server processes on
its machine. It can automatically restart processes that have failed, ordering
the restarts to take interdependencies into account.

Because different file server machines run different combinations of processes,
you must define which processes the BOS Server on each file server machine

is to monitor (to learn how, see kCanJ;m]Ln.g.and.Cb.eckm.g.BmcessﬁiaiusLaﬂ

It is sometimes necessary to take direct control of server process status before
performing routine maintenance or correcting problems that the BOS Server
cannot correct (such as problems with database replication or mutual
authentication). At those times, you control process status through the BOS
Server by issuing bos commands.

Summary of Instructions

This chapter explains how to perform the following tasks by using the
indicated commands:

Examine process status bos status

Examine information from the BosConfig file file bos status with -long flag
Create a process instance bos create

Stop a process bos stop

Start a stopped process bos start

Stop a process temporarily bos shutdown

Start a temporarily stopped process bos startup

Stop and immediately restart a process bos restart

Stop and immediately restart all processes bos restart with -bosserver flag
Examine BOS Server’s restart times bos getrestart

Set BOS Server’s restart times bos setrestart

Examine a log file bos getlog

Execute a command remotely bos exec
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Brief Descriptions of the AFS Server Processes

This section briefly describes the different server processes that can run on an
AFS server machine. In cells with multiple server machines, not all processes
necessarily run on all machines.

An AFS server process is referred to in one of three ways, depending on the
context:

* The output from the bos status command refers to a process by the name
assigned when the bos create command creates its entry in the
lust/afs/local/BosConfig file. The name can differ from machine to machine,
but it is easiest to maintain the cell if you assign the same name on all
machines. The IBM AFS Quick Beginnings and the reference page for the bos
create command list the conventional names. Examples are bosserver,
kaserver, and vlserver.

* The process listing produced by the standard ps command generally
matches the process’s binary file. Examples of process binary files are
[usr/afs/bin/bosserver, /usr/afs/bin/kaserver, and /usr/afs/bin/vlserver.

* In most contexts, including most references in the documentation, a process
is referred to as (for example) the Basic OverSeer (BOS) Server, the
Authentication Server, or the Volume Location Server.

The following sections specify each name for the process as well as some of
the administrative tasks in which you use the process. For a more general
descrigtion of the servers, see [‘AFS Server Pracesses and the Cache Managpr”l

The bosserver Process: the Basic OverSeer Server

The bosserver process, which runs on every AFS server machine, is the Basic
OverSeer (BOS) Server responsible for monitoring the other AFS server
processes running on its machine. If a process fails, the BOS Server can restart
it automatically, without human intervention. It takes interdependencies into
account when restarting a process that has multiple component processes
(such as the fs process described in [‘The fs Collection of Pracesses: the Fild
Berver Volume Server and Q:a]vagpr” on page 11q),

Because the BOS Server does not monitor or restart itself, it does not appear
in the output from the bos status command. It appears in the ps command’s
output as /usr/afs/bin/bosserver.

As a system administrator, you contact the BOS Server when you issue bos
commands to perform the following kinds of tasks.

* Defining the processes for the BOS Server to monitor by creating entries in
the /usr/afs/local/BosConfig file as described in L i i

Brccoss Status” od
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* Stopping and starting processes on the file server machines according to
subsequent instructions in this chapter

* Defining your cell’s database server machines in the

[ust/afs/etc/CellServDB file as described in I’Maintaining_the Servet

* Defining APS server encryption kevs in the /usr/afs/etc/KevFlle file as
described in v

* Granting system administrator privileges with respect to BOS Server,
Volume Server, and Backup Server operations, by adding a user to the

lust/afs/etc/UserList file as described in t‘Administering the UserList File’]

 Setting authorization checking requirements on a server machine as

described in ['Managing Authentication and Autharization Requirements’]

The buserver Process: the Backup Server

The buserver process, which runs on database server machines, is the Backup
Server. It maintains information about Backup System configuration and
operations in the Backup Database.

The process appears as buserver in the bos status command’s output, if the
conventional name is assigned. It appears in the ps command’s output as
/usr/afs/bin/buserver.

As a system administrator, you contact the Backup Server when you issue any
backup command that manipulates information in the Backup Database,
including those that change Backup System configuration information, that
dump data from volumes to permanent storage, or that restore data to AFS.
See I'(’hapfpr [ anfig;11ring the AES Rar‘knp System” on page 211 and

7 . . ”

The fs Collection of Processes: the File Server, Volume Server and
Salvager

The fs process, which runs on every file server machine, combines three
component processes: File Server, Volume Server and Salvager. The three
components perform independent functions, but are controlled as a single
process for the following reasons.

¢ They all operate on the same data, namely files and directories stored in
AFS volumes. Combining them as a single process enables them to
coordinate their actions, never attempting simultaneous operations on the
same data that can possibly corrupt it.

* It enables the BOS Server to stop and restart the processes in the required
order. When the File Server fails, the BOS Server stops the Volume Server
and runs the Salvager to correct any corruption that resulted from the
failure. (The Salvager runs only in this special circumstance or when you

Chapter 4. Monitoring and Controlling Server Processes 119



invoke it yourself by issuing the bos salvage command as instructed in

['Salvaging Volumes” on page 187.) If only the Volume Server fails, the BOS

Server can restart it without affecting the File Server or Salvager.

The File Server component handles AFS data at the level of files and
directories, manipulating file system elements as requested by application
programs and the standard operating system commands. Its main duty is to
deliver requested files to client machines and store them again on the server
machine when the client is finished. It also maintains status and protection
information about each file and directory. It runs continuously during normal
operation.

The Volume Server component handles AFS data at the level of complete
volumes rather than files and directories. In response to vos commands, it
creates, removes, moves, dumps and restores entire volumes, among other
actions. It runs continuously during normal operation.

The Salvager component runs only after the failure of one of the other two
processes. It checks the file system for internal consistency and repairs any
errors it finds.

The process appears as fs in the bos status command’s output, if the
conventional name is assigned. An auxiliary message reports the status of the
File Server or Salvager component. See I'‘Displaying Pracess Status and

N O T AN PR 7

The component processes of the fs process appear individually in the ps
command’s output, as follows. There is no entry for the fs process itself.

e /Jusr/afs/bin/fileserver
e Jusr/afs/bin/volserver
/usr/afs/bin/salvager

The Cache Manager contacts the File Server component on your behalf
whenever you access data or status information in an AFS file or directory or
issue file manipulation commands such as the UNIX c¢p and Is commands.
You can contact the File Server directly by issuing fs commands that perform
the following functions

* Administering the ACL of any directory in the file system as described in
I/(’hap’rm‘ 15. Managing Access Control Tists” on page 544

* Installing new partitions for housing AFS volumes, in which case you must
restart the fs process for it to recognize the new partition; for instructions,
oo [ - - - ——;

* Creating and deleting volume mount points in the AFS filespace as

described in EMounting Volumes” on page 163
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* Setting volume quota and displaying information about the space used and

available in a volume or partition as described in {'Setting_and Displaying|
You contact the Volume Server component when you issue vos commands
that manipulate volumes in any way—creating, removing, replicating,

moving, renammg, converting to dlfferent formats, and salvaging. For
instructions, see "

The Salvager normally runs automatically in case of a fallure You can also
start it with the bos salvage command as described in

2

The kaserver Process: the Authentication Server

The kaserver process, which runs on database server machines, is the
Authentication Server responsible for several aspects of AFS security. It
verifies AFS user identity by requiring a password. It maintains all AFS server
encryption keys and user passwords in the Authentication Database. The
Authentication Server’s Ticket Granting Service (TGS) module creates the
shared secrets that AFS client and server processes use when establishing
secure connections.

The process appears as kaserver in the bos status command’s output, if the
conventional name is assigned. The ka string stands for Kerberos
Authentication, reflecting the fact that AFS’s authentication protocols are based
on Kerberos, which was originally developed at the Massachusetts Institute of
Technology’s Project Athena.

It appears in the ps command’s output as /usr/afs/bin/kaserver.

As a system administrator, you contact the Authentication Server when you
issue kas commands to perform the following kinds of tasks.

* Setting a user’s password. Users normally change their own passwords, so

you probably perform this task only creating a new user account as
described in I’Crpafing AFES User Accounts” on page 494 and th_a_n_gm,é
[AES Passwords” on page 509

* Setting the AFS server encryption key in the Authentication Database,

which the TGS uses to seal server tickets; see I‘Chapter 9 Managing Served
 Granting or revoking system administrator privileges with respect to the

Authentlcatlon Server as described in ['Granting Privilege for kad

77

The ptserver Process: the Protection Server

The ptserver process, which runs on database server machines, is the
Protection Server. Its main responsibility is maintaining the Protection
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Database which contains user, machine, and group entries. The Protection
Server allocates AFS IDs and maintains the mapping between them and
names. The File Server consults the Protection Server when verifying that a
user is authorized to perform a requested action.

The process appears as ptserver in the bos status command’s output, if the
conventional name is assigned. It appears in the ps command’s output as
/usr/afs/bin/ptserver.

As a system administrator, you contact the Protection Server when you issue
pts commands to perform the following kinds of tasks.

o Creatmg a new user, machme, or group entry in the Protection Database as
described in ”

* Adding or removing group members or otherwise mampulatmg Protectlon
Database entries as described in

* Granting or revoking system administrator privilege by changing the
membership of the system:administrators group as described in

”

The runntp Process

The runntp process, which runs on every server machine, is a controller
program for the Network Time Protocol Daemon (NTPD), which synchronizes
the hardware clocks on server machines. You need to run the runntp process
if you are not already running NTP or another time synchronization protocol
on your server machines.

The clocks on database server machines need to be synchronized because
AFS’s distributed database technology (Ubik) works properly only when the
clocks agree within a narrow range of variation (see L

Proper 1ihik Qperation” on page 83). The clocks on file server machines need
to be correct not only because the File Server sets modification time stamps on
files, but because in the conventional configuration they serve as the time
source for AFS client machines.

The process appears as runntp in the bos status command’s output, if the
conventional name is assigned. It appears in the output from the ps command
as /usr/afs/bin/runntp. The ps command’s output also includes an entry
called ntpd; its exact form depends on the arguments you provide to the
runntp command.

As a system administrator, you do not contact the NTPD directly once you

have installed it according to the instructions in the IBM AFS Quick
Beginnings.
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The upserver and upclient Processes: the Update Server

The Update Server has two separate parts, each of which runs on a different
type of server machine. The upserver process is the server portion of the
Update Server. Its function depends on which edition of AFS you use:

* With both the United States and international editions, it runs on the binary
distribution machine of each system type you use as a server machine,
distributing the contents of each one’s /usr/afs/bin directory to the other
server machines of that type. This guarantees that all machines have the
same version of AFS binaries. (For a list of the binaries, see

. : ” )

* In you use the United States edition of AFS, it also runs on the cell’s system
control machine, distributing the contents of its /usr/afs/etc directory to all
the other server machines in order to synchronize the configuration files
stored in that directory. (For a list of the configuration files, see

7 )

The upclient process is the client portion of the Update Server, and like the
server portion its function depends on the AFS edition in use.

* It runs on every server machine that is not a binary distribution machine,
referencing the binary distribution machine of its system type as the source
for updates to the binaries in the /usr/afs/bin directory. The conventional
process name to assign is upclientbin.

* If you use the United States edition of AFS, another instance of the process
runs on every server machine except the system control machine. It
references the system control machine as the source for updates to the
common configuration files in the /ust/afs/etc directory. The conventional
process name to assign is upclientetc.

In output from the bos status command, the server portion appears as
upserver and the client portions as upclientbin and upclientetc, if the
conventional names are assigned. In the output from the ps command, the
server portion appears as /usr/afs/bin/upserver and the client portions as
/usr/afs/bin/upclient.

You do not contact the Update Server directly once you have installed it. It
operates automatically whenever you use bos commands to change the files
that it distributes.

The viserver Process: the Volume Location Server

The vlserver process, which runs on database server machines, is the Volume
Location (VL) Server that automatically tracks which file server machines
house each volume, making its location transparent to client applications.

The process appears as vlserver in the bos status command’s output, if the

conventional name is assigned. It appears in the ps command’s output as
/usr/afs/bin/viserver.
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As a system administrator, you contact the VL Server when you issue any vos
command that changes the status of a volume (it records the status changes in
the VLDB).

Controlling and Checking Process Status

To define the AFS server processes that run on a server machine, use the bos
create command to create entries for them in the local
lust/afs/local/BosConfig file. The BOS Server monitors the processes listed in
the BosConfig file that are marked with the Run status flag, and automatically
attempts to restart them if they fail. After creating process entries, you use
other commands from the bos suite to stop and start processes or change the
status flag as desired.

Never edit the BosConfig file directly rather than using bos commands.
Similarly, it is not a good practice to run server processes without listing them
in the BosConfig file, or to stop them using process termination commands
such as the UNIX kill command.

The Information in the BosConfig File

A process’s entry in the BosConfig file includes the following information:
* The process’s name. The recommended conventional names are defined in

both the IBM AFS Quick Beginnings and I‘Creating and Remaving Processes’]

. The name of a simple process usually matches the name of its
binary file (for example, ptserver for the Protection Server).

¢ Its type, which is one of the following:

simple
A process that runs independently of any other on the server
machine. If several simple processes fail at the same time, the BOS
Server can restart them in any order. All standard AFS processes
except the fs process are simple.

fs A process type reserved for the server process for which the

conventional name is also fs. This process combines three
components: the File Server, the Volume Server, and the Salvager.

cron A process that runs at a defined time rather than continuously.
There are no standard processes of this type.

* Its status flag, which tells the BOS Server whether it performs the following
two actions with respect to the process:

— Start the process during BOS Server initialization
— Restart the process if it (the process) fails
The two possible values are Run (which directs the BOS Server to perform

these actions) and NotRun (which directs the BOS Server to ignore the
process). The BOS Server itself never changes the setting of this flag, even if
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the process fails repeatedly. Also, this flag is for internal use only; it does
not appear in the bos status command’s output.

* Its command parameters, which are the commands that the BOS Server
runs to start the process.

— A simple processes has one: the complete pathname to its binary file

— The fs process has three: the complete pathnames to each of the three
component processes (/usr/afs/bin/fileserver, /ust/afs/bin/volserver, and
lusr/afs/bin/salvager)

— A cron process has two: the first the complete pathname to its binary file,
the second the time at which the BOS Server runs it

In addition to process definitions, the BosConfig file also records automatic
restart times for processes that have new binaries, and for all server processes
inc]udjnf the BOS Server. See "QQH'ing the BQS Server’s Restart Times” od

How the BOS Server Uses the Information in the BosConfig File

Whenever the BOS Server starts or restarts, it reads the BosConfig file to
learn which processes it is to start and monitor. It transfers the information
into kernel memory and does not read the BosConfig file again until it next
restarts. This implies that the BOS Server’s memory state can change
independently of the BosConfig file. You can, for example, stop a process but
leave its status flag in the BosConfig file as Run, or start a process even
though its status flag in the BosConfig file is NotRun.

About Starting and Stopping the Database Server Processes

When you start or stop a database server process (Authentication Server,
Backup Server, Protection Server, or Volume Location Server) for more than a
short time, you must follow the instructions in the IBM AFS Quick Beginnings
for installing or removing a database server machine. Here is a summary of
the tasks you must perform to preserve correct AFS functioning.

* Start or stop all four database server processes on that machine. All AFS
server processes and the Cache Manager processes expect all four database
server processes to be running on each machine listed in the CellServDB
file. There is no way to indicate in the file that a machine is running only
some of the database server processes.

e Add or remove the machine in the /usr/afs/etc/CellServDB file on all server
machines and the /usr/vice/etc/CellServDB file on all client machines.

* Restart the database server processes on the other database server machines
to force an election of a new Ubik coordinator for each one.
About Starting and Stopping the Update Server

In the conventional cell configuration, one server machine of each system type
acts as a binary distribution machine, running the server portion of the
Update Server (upserver process) to distribute the contents of its /usr/afs/bin
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directory. The other server machines of its system type run an instance of the
Update Server client portion (by convention called upclientbin) that
references the binary distribution machine.

If you run the United States edition of AFS, it is conventional for the first
server machine you install to act as the system control machine, running the
server portion of the Update Server (upserver process) to distribute the
contents of its /usr/afs/etc directory. All other server machines run an instance
of the Update Server client portion (by convention called upclientetc) that
references the system control machine.

Note: If you are using the international edition of AFS, do not use the Update
Server to distribute the contents of the /usr/afs/etc directory (you do
not run a system control machine). Ignore all references to the process
in this chapter.

It is simplest not to move binary distribution or system control responsibilities
to a different machine unless you completely decommission a machine that is
currently serving in one of those roles. Running the Update Server usually
imposes very little processing load. If you must move the functionality,
perform the following related tasks.

* If you replace the system control machine, you must stop the upclientetc
process on every other server machine and define a new one that references
the new system control machine.

 If you replace a binary distribution machine, you must stop the upclientbin
process on every other server machine of its system type and define a new
one that references the new binary distribution machine (unless you are no
longer running any server machines of that system type).

Displaying Process Status and Information from the BosConfig File

126

To display the status of the AFS server processes on a server machine, issue
the bos status command. Adding the -long flag displays most of the
information from each process’s entry in the BosConfig file, including its type
and command parameters. It also displays a warning message if the mode bits
on files and subdirectories in the /usr/afs directory do not match the expected
values.

To display the status of server processes and their BosConfig entries
1. Issue the bos status command.

% bos status <machine name> [<server process name>"] [-Tong]

where

stat  Is the shortest acceptable abbreviation of status.
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machine name
Specifies the file server machine for which to display process
status.

server process name
Names each process for which to display status, using the name
assigned when its entry was defined with the bos create
command. Omit this argument to display the status of all server
processes.

-long Displays, in addition to status, information from the process’s
entry in the BosConfig file: its type, its status flag, its command
parameters, the associated notifier program, and so on.

The output includes an entry for each process and uses one of the following
strings to indicate the process’s status:

currently running normally indicates that the process is running and its
status flag in the BosConfig file is Run. For cron entries, this message
indicates that the command is still scheduled to run, not necessarily that it
is actually running when the bos status command was issued.

temporarily enabled indicates that the process is running but that its status
flag in the BosConfig file is NotRun. The most common reason is that a
system administrator has used the bos startup command to start the
process.

temporarily disabled indicates that the process is not running even though
its status flag in the BosConfig file is Run. The most common reasons are
either that a system administrator has used the bos shutdown command to
stop the process or that the BOS Server ceased trying to restart the process
after numerous failed attempts. In the latter case, a supplementary message
appears: stopped for too many errors.

disabled indicates that the process is not running and that its status flag in
the BosConfig file is NotRun. The BOS Server is not monitoring the process.
Only a system administrator can set the flag this way; the BOS Server never
does.

The output for the fs process always includes a message marked Auxiliary
status, which can be one of the following;:

file server running indicates that the File Server and Volume Server
components of the File Server process are running normally.

salvaging file system indicates that the Salvager is running, which
usually implies that the File Server and Volume Server are temporarily
disabled. The BOS Server restarts them as soon as the Salvager is finished.

The output for a cron process also includes an Auxiliary status message to
report when the command is scheduled to run next; see the example that
follows.

Chapter 4. Monitoring and Controlling Server Processes 127



The output for any process can include the supplementary message has core
file to indicate that at some point the process failed and generated a core file
in the /usr/afs/logs directory. In most cases, the BOS Server is able to restart
the process and it is running.

The following example includes a user-defined cron entry called backupusers:

% bos status fs3.abc.com
Instance kaserver, currently running normally.
Instance ptserver, currently running normally.
Instance viserver, has core file, currently running normally.
Instance buserver, currently running normally.
Instance fs, currently running normally.
Auxiliary status is: file server running.
Instance upserver, currently running normally.
Instance runntp, currently running normally.
Instance backupusers, currently running normally.
Auxiliary status is: run next at Mon Jun 7 02:00:00 1999.

If you include the -long flag to the bos status command, a process’s entry in
the output includes the following additional information from the BosConfig
file:

* The process’s type (simple, fs, or cron).

* The day and time the process last started or restarted.

* The number of proc starts, which is how many times the BOS Server has
started or restarted the process since it started itself.

* The Last exit time when the process (or one of the component processes in
the fs process) last terminated. This line does not appear if the process has
not terminated since the BOS Server started.

* The Last error exit time when the process (or one of the component
processes in the fs process) last failed due to an error. A further explanation
such as due to shutdown request sometimes appears. This line does not
appear if the process has not failed since the BOS Server started.

* Each command that the BOS Server invokes to start the process, as
specified by the -cmd argument to the bos create command.

* The pathname of the notifier program that the BOS Server invokes when
the process terminates (if any), as specified by the -notifier argument to the
bos create command.

In addition, if the BOS Server has found that the mode bits on certain files
and directories under /usr/afs deviate from what it expects, it prints the
following warning message:

Bosserver process reports inappropriate access on server directories
The expected protections for the directories and files in the /usr/afs directory

are as follows. A question mark indicates that the BOS Server does not check
the mode bit. See the IBM AFS Quick Beginnings for more information about
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setting the protections on these files and directories.

lusr/afs drwxr?xr-x
lusr/afs/backup drwx???---
lusr/afs/bin drwxr?xr-x
[usr/afs/db drwx???---
lusr/afs/etc drwxr?xr-x
lusr/afs/etc/KeyFile -rw????---
lusr/afs/etc/UserList -rw?????--
lusr/afs/local drwx???---
/usr/afs/logs drwxr?xr-x

The following illustrates the extended output for the fs process running on
the machine fs3.abc.com:

% bos status fs3.abc.com fs -long
Instance fs, (type is fs), currently running normally.
Auxiliary status is file server running
Process Tast started at Mon May 3 8:29:19 1999 (3 proc starts)
Last exit at Mon May 3 8:29:19 1999
Last error exit at Mon May 3 8:29:19 1999, due to shutdown request
Command 1 is '/usr/afs/bin/fileserver'
Command 2 is '/usr/afs/bin/volserver'
Command 3 is '/usr/afs/bin/salvager'

Creating and Removing Processes

To start a new AFS server process on a server machine, issue the bos create
command, which creates an entry in the /usr/afs/local/BosConfig file, sets the
process’s status flag to Run both in the file and in the BOS Server’s memory,
and starts it running immediately. The binary file for the new process must
already be installed, by convention in the /usr/afs/bin directory (see

[Installing New Binaries” on page 92).

To stop a process permanently, first issue the bos stop command, which
changes the process’s status flag to NotRun in both the BosConfig file and the
BOS Server’s memorys; it is marked as disabled in the output from the bos
status command. If desired, issue the bos delete command to remove the
process’s entry from the BosConfig file; the process no longer appears in the
bos status command’s output.

Note: If you are starting or stopping a database server process in the manner
described in this section, follow the complete instructions in the IBM
AFS Quick Beginnings for creating or removing a database server
machine. If you run one database server process ona given machme,
you must run them all; for more information, see

”

. Similarly, if you
are stopping the upserver process on the system control machine or a
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binary distribution machine, you must complete the additional tasks

described in /About Starting and Stopping the lpdate Server” on

To create and start a new process

1. Verify that you are authenticated as a user listed in the
[usr/afs/etc/UserList file. If necessarv, issue the bos listusers command
which is fully described in “

% bos listusers <machine name>

2. (Optional) Verify that the process’s binaries are installed in the
[usr/afs/bin directory on this machine. If necessary, login at the console or
telnet to the machine and list the contents of the /usr/afs/bin directory.

If the binaries are not present, install them on the binary distribution
machine of the appropriate system type, and walt for the Update Server to

Eﬁ them to this machine. For instructions, see i’

% 1s /usr/afs/bin

3. Issue the bos create command to create an entry in the BosConfig file and
start the process.

% bos create <machine name> <server process name> \
<server type> <command lines>" [ -notifier <Notifier program>]

where
cr Is the shortest acceptable abbreviation of create.

machine name
Specifies the file server machine on which to create the process.

server process name
Names the process to create and start. For simple processes, the
conventional value is the name of the process’s binary file. It is
best to use the same name on every server machine that runs the
process. The following is a list of the conventional names for
simple and fs-type processes (there are no standard cron
processes).

* buserver for the Backup Server

* fs for the process that combines the File Server, Volume Server,
and Salvager

 kaserver for the Authentication Server
* ptserver for the Protection Server

* runntp for the controller process for the Network Time Protocol
Daemon
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* upclientbin for the client portion of the Update Server that
references the binary distribution machine of this machine’s
system type

* upclientetc for the client portion of the Update Server that
references the system control machine

» vlserver for the Volume Location (VL) Server

server type
Defines the process’s type. Choose one of the following values:

* cron for a cron process
* fs for the process named fs

* simple for all other processes listed as acceptable values for the
server process name argument

command lines
Specifies each command the BOS Server runs to start the process.
Specify no more than six commands (which can include the
command’s options, in which case the entire string is surrounded
by double quotes); any additional commands are ignored.

For a simple process, provide the complete pathname of the
process’s binary file on the local disk (for example,
lusr/afs/bin/ptserver for the Protection Server). If including any of
the initialization command’s options, surround the entire
command in double quotes (" ). The upclient process has a
required argument, and the commands for all other processes take
optional arguments.

For the fs process, provide the complete pathname of the local
disk binary file for each of the component processes: fileserver,
volserver, and salvager, in that order. The standard binary
directory is /usr/afs/bin. If including any of an initialization
command’s options, surround the entire command in double
quotes (" ").

For a cron process, provide two parameters:

e The complete local disk pathname of either an executable file or
a command from one of the AFS suites (complete with all of the
necessary arguments). Surround this parameter with double
quotes (" ") if it contains spaces.

* A specification of when the BOS Server executes the file or
command indicated by the first parameter. There are three
acceptable values:
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— The string now, which directs the BOS Server to execute the
file or command immediately and only once. It is usually
simpler to issue the command directly or issue the bos exec
command.

— A time of day. The BOS Server executes the file or command
daily at the indicated time. Separate the hours and minutes
with a colon (hh:MM), and use either 24-hour format, or a
value in the range from 1:00 through 12:59 with the addition
of am or pm. For example, both 14:30 and "2:30 pm” indicate
2:30 in the afternoon. Surround this parameter with double
quotes (" ") if it contains a space.

- A day of the week and time of day, separated by a space and
surrounded with double quotes (" ”). The BOS Server
executes the file or command weekly at the indicated day
and time. For the day, provide either the whole name or the
first three letters, all in lowercase letters (sunday or sun,
thursday or thu, and so on). For the time, use the same
format as when specifying the time alone.

-notifier
Specifies the pathname of a program that the BOS Server runs
when the process terminates. For more information on notifier
programs, see the bos create command reference page in the IBM
AFS Administration Reference.

The following example defines and starts the Protection Server on the
machine db2.abc.com:

% bos create db2.abc.com ptserver simple /usr/afs/bin/ptserver

The following example defines and starts the fs process on the machine
fs6.abc.com.

% bos create fs6.abc.com fs fs /usr/afs/bin/fileserver \
/usr/afs/bin/volserver /usr/afs/bin/salvager

The following example defines and starts a cron process called backupuser
process on the machine fs3.abc.com, scheduling it to run each day at 3:00 a.m.

% bos create fs3.abc.com backupuser cron "/usr/afs/bin/vos backupsys -prefix user -lo

To stop a process and remove it from the BosConfig file

1. Verify that you are authenticated as a user listed in the
[usr/afs/etc/UserList file. If necessary, issue the bos listusers command,
which is fully described in L i i ist file”
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% bos Tlistusers <machine name>

2. Issue the bos stop command to change each process’s status flag in the
BosConfig file to NotRun and to stop it. You must issue this command
even for cron processes that you wish to remove from the BosConfig file,
even though they do not run continuously. For a detailed description of

this command, see E'To-stop-aprocess by changing its status to NotRun/l

% bos stop <machine name> <server process name>" [-wait]

3. Issue the bos delete command to remove each process from the BosConfig
file.

% bos delete <machine name> <server process name>"

where
d Is the shortest acceptable abbreviation of delete.

machine name
Specifies the server machine on which to remove processes from
the BosConfig file.

server process name
Names each process entry to remove from the BosConfig file.
Provide the same names as in Step

Stopping and Starting Processes Permanently

To stop a process so that the BOS Server no longer attempts to monitor it,
issue the bos stop command. The process’s status flag is set to NotRun in both
the BOS Server’s memory and in the BosConfig file. The process does not run
again until you issue the bos start command, which sets its status flag back to
Run in both the BOS Server’s memory and in the BosConfig file. (You can also
use the bos startup command to start the process again without changing its

status flag in the BosConfig file; see ['Stapping and Starting Processed
rr .)

There is no entry for the BOS Server in the BosConlfig file, so the bos stop
and bos start commands do not control it. To stop and immediately restart the
BOS Server along with all other processes, use the -bosserver flag to the bos

restart command as described in !Stopping and Immediately Restarting

Processes” on page 137.

Note: If you are starting or stopping a database server process in the manner
described in this section, follow the complete instructions in the IBM
AFS Quick Beginnings for creating or removing a database server
machine. If you run one database server process on a given machine,
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you must run them all; for more information, see [

R’rnpping the Database Server Processes” on page 123 Similarly, if you
are stopping the upserver process on the system control machine or a
binary distribution machine, you must complete the additional tasks

described in [!About Starting and Stopping the lpdate Server” od

To stop a process by changing its status to NotRun

1. Verify that you are authenticated as a user listed in the
lust/afs/etc/UserList file. If necessary, issue the bos listusers command,

which is fully described in LTa.daspla.)Ltb.e_usels_m_tb.e_Useﬂ.Jst_Eﬂ.elqﬂ

% bos listusers <machine name>

2. Issue the bos stop command to stop each process and set its status flag to
NotRun in the BosConfig file and the BOS Server’s memory.

% bos stop <machine name> <server process name>" [-wait]

where
sto Is the shortest acceptable abbreviation of stop.

machine name
Specifies the server machine on which to stop the process.

server process name
Names each process to stop, using the name assigned when its
entry was defined with the bos create command.

-wait  Delays the return of the command shell prompt until all specified
processes have stopped. If you omit the flag, the prompt returns
almost immediately, even if all processes are not yet stopped.

To start processes by changing their status flags to Run

1. Verify that you are listed in the /usr/afs/etc/UserList file. If necessary, issue
the bos listusers command, which is fully described in m

”

% bos listusers <machine name>

2. Issue the bos start command to change each process’s status flag to Run in
both the BosConfig file and the BOS Server’s memory and to start it.

0

% bos start <machine name> <server process name>"

where
start  Must be typed in full.

machine name
Specifies the server machine on which to start running each
process.
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server process name
Specifies each process to start on machine name. Use the name
assigned to the process at creation.

Stopping and Starting Processes Temporarily

It is sometimes necessary to halt a process temporarily (for example, to make
slight configuration changes or to perform maintenance). The commands
described in this section change a process’s status in the BOS Server’s memory
only; the effect is immediate and lasts until you change the memory state
again (or until the BOS Server restarts, at which time it starts the process
according to its entry in the BosConfig file).

To stop a process temporarily by changing its status flag in BOS Server
memory to NotRun, use the bos shutdown command. To restart a stopped
process by changing its status flag in the BOS Server’s memory to Run, use the
bos startup command. The process starts regardless of its status flag in the
BosConfig file. You can also use the bos startup command to start all
processes marked with status flag Run in the BosConfig file, as described in
the following instructions.

Because the bos startup command starts a process without changing it status
flag in the BosConfig file, it is useful for testing a server process without
enabling it permanently. To stop and start processes by changing their status
flags in the BosConfig file, see L i i

Permanently” on page 133; to stop and immediately restart a process, see

7 . 7

Note: Do not temporarily stop a database server process on all machines at
once. Doing so makes the database completely unavailable.

To stop processes temporarily

1. Verify that you are listed in the /usr/afs/etc/UserList file. If necessary, issue
the bos listusers command, which is fully described in m

7

% bos Tlistusers <machine name>

2. Issue the bos shutdown command to stop each process by changing its
status flag in the BOS Server’s memory to NotRun.

% bos shutdown <machine name> [<instances>"] [-wait]
where

sh Is the shortest acceptable abbreviation of shutdown.

machine name
Specifies the server machine on which to stop processes
temporarily.
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instances
Specifies each process to stop temporarily. Use the name assigned
to the process at creation.

-wait Delays the return of the command shell prompt until all specified
processes have actually stopped. If you omit the flag, the prompt
returns almost immediately, even if all processes are not yet
stopped.

To start all stopped processes that have status flag Run in the BosConfig
file
1. Verify that you are listed in the /usr/afs/etc/UserList file. If necessary, issue
the bos listusers command, which is fully described in mﬁ

”

% bos listusers <machine name>

2. Issue the bos startup command to start each process on a machine that
has status flag Run in the BosConfig file by changing its status flag in the
BOS Server’s memory from NotRun to Run.

% bos startup <machine name>

where

startup
Must be typed in full.

machine name
Specifies the server machine on which you wish to start all
processes that have status flag Run in the BosConfig file.

To start specific processes
1. Verify that you are listed in the /usr/afs/etc/UserList file. If necessar% issue

the bos listusers command, which is fully described in

”

% bos listusers <machine name>

2. Issue the bos startup command to start specific processes by changing
their status flags in the BOS Server’s memory to Run without changing
their status flags in the BosConfig file.

% bos startup <machine name> <instances>"
where

startup
Must be typed in full.

machine name
Names the server machine on which to start processes.
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instances
Specifies each process to start. Use the name assigned to the
process at creation.

Stopping and Immediately Restarting Processes

Although by default the BOS Server checks each day for new installed binary
files and restarts the associated processes, it is sometimes desirable to stop
and restart processes immediately. The bos restart command provides this
functionality, starting a completely new instance of each affected process:

To stop and restart the BOS Server, which then restarts all processes marked
with the Run status flag in the BosConfig file, include the -bosserver flag.

To stop and restart all processes marked with the Run status flag in the
BosConlfig file, include the -all flag. The BOS Server does not restart

To stop and restart specific processes regardless of the setting of their status
flags in the BosConfig file, specify the name of each process to restart.

Restarting processes causes a service outage. It is usually best to schedule
restarts for periods of low usage. The BOS Server automatically restarts all
processes once a week, to reduce the potential for the core leaks that can

7

develop as any process runs for an extended time; see |”_Q.ethn.g_tb&BD.9
Berver’s Restart Times” on page 13d

To stop and restart all processes including the BOS Server

1.

Verify that you are listed in the /usr/afs/etc/UserList file. If necessary, issue
the bos listusers command, which is fully described in m
Lisers in the Lserl ist file” on page 564,

% bos Tistusers <machine name>

Issue the bos restart command with the -bosserver flag to stop and restart
the BOS Server, which restarts every process marked with status flag Run
in the BosConfig file.

% bos restart <machine name> -bosserver

where
res Is the shortest acceptable abbreviation of restart.

machine name
Specifies the server machine on which to restart all processes.

-bosserver
Stops the BOS Server and all processes running on the machine. A
new BOS Server instance starts; it then starts new instances of all
processes marked with status flag Run in the BosConfig file.
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To stop and immediately restart all processes except the BOS Server

1.

Verify that you are listed in the /usr/afs/etc/UserList file. If necessary, issue
the bos listusers command, which is fully described in m
Lisers in the Userlist file” on page 568

% bos listusers <machine name>

Issue the bos restart command with the -all flag to stop and immediately
restart every process marked with status flag Run in the BosConfig file.
The BOS Server does not restart.

% bos restart <machine name> -all

where
res Is the shortest acceptable abbreviation of restart.

machine name
Specifies the server machine on which to stop and restart
processes.

-all Stops and immediately restarts all processes marked with status
flag Run in the BosConfig file.

To stop and immediately restart specific processes

1.

Verify that you are listed in the /usr/afs/etc/UserList file. If necessary, issue
the bos listusers command, which is fully described in m

”

% bos Tlistusers <machine name>

Issue the bos restart command to stop and immediately restart one or
more specified processes, regardless of their status flag setting in the
BosConfig file.

% bos restart <machine name> <instances>"

where
res Is the shortest acceptable abbreviation of restart.

machine name
Names the server machine on which to restart the specified
processes.

instances
Specifies each process to stop and immediately restart. Use the
name assigned to the process at creation.
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Setting the BOS Server's Restart Times

The BOS Server by default restarts once a week, and the new instance restarts
all processes marked with status flag Run in the local /usr/afs/local/BosConfig
file (this is equivalent to issuing the bos restart command with the -bosserver
flag). The default restart time is Sunday at 4:00 a.m. The weekly restart is
designed to minimize core leaks, which can develop as a process continues to
allocate virtual memory but does not free it again. When the memory is
completely exhausted, the machine can no longer function correctly.

The BOS Server also by default checks once a day for any newly installed
binary files. If it finds that the modification time stamp on a process’s binary
file in the /usr/afs/bin directory is more recent than the time at which the
process last started, it restarts the process so that a new instance starts using
the new binary file. The default binary-checking time is 5:00 a.m.

Because restarts can cause outages during which the file system is
inaccessible, the default times for restarts are in the early morning when
usage is likely to be lowest. Restarting a database server process on any
database server machine usually makes the entire system unavailable to
everyone for a brief time, whereas restarting other types of processes
inconveniences only users interacting with that process on that machine. The
longest outages typically result from restarting the fs process, because the File
Server must reattach all volumes.

The BosConfig file on each file server machine records the two restart times.
To display the current setting, issue the bos getrestart command. To reset a
time, use the bos setrestart command.

To display the BOS Server restart times
1. Issue the bos getrestart command to display the automatic restart times.
% bos getrestart <machine name>

where
getr  Is the shortest acceptable abbreviation of getrestart.

machine name
Specifies the server machine for which to display the restart times.

To set the general or binary restart time
1. Verify that you are listed in the /usr/afs/etc/UserList file. If necessar% issue

the bos listusers command, which is fully described in
Lsers in the Userl ist file” on page 564,

% bos Tlistusers <machine name>
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2. Issue the bos setrestart command with the -general flag to set the general
restart time or the -newbinary flag to set the binary restart time. The
command accepts only one of the flags at a time.

% bos setrestart <machine name> "<time to restart server>" [-general] [-newbinary]

where
setr  Is the shortest acceptable abbreviation of setrestart.

machine name
Specifies the server machine.

time to restart server
Sets when the BOS Server restarts itself (if combined with the
-general flag) or any process with a new binary file (if combined
with the -newbinary flag). Provide one of the following types of
values:

* The string never, which directs the BOS Server never to perform
the indicated type of restart.

* A time of day (the conventional type of value for the binary
restart time). Separate the hours and minutes with a colon
(hh:MM), and use either 24-hour format, or a value in the range
from 1:00 through 12:59 with the addition of am or pm. For
example, both 14:30 and "2:30 pm” indicate 2:30 in the
afternoon. Surround this parameter with double quotes (" ") if it
contains a space.

* A day of the week and time of day, separated by a space and
surrounded with double quotes (" ). This is the conventional
type of value for the general restart. For the day, provide either
the whole name or the first three letters, all in lowercase letters
(sunday or sun, thursday or thu, and so on). For the time, use
the same format as when specifying the time alone.

If desired, precede a time or day and time definition with the
string every or at. These words do not change the meaning, but
possibly make the output of the bos getrestart command easier to
understand.

Note: If the specified time is within one hour of the current time,
the BOS Server does not perform the restart until the next
eligible time (the next day for a time or next week for a day
and time).

-general
Sets the general restart time when the BOS Server restarts itself.

-newbinary
Sets the restart time for processes with new binary files.
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Displaying Server Process Log Files

The /usr/afs/logs directory on each file server machine contains log files that
detail interesting events that occur during normal operation of some AFS
server processes. The self-explanatory information in the log files can help you
evaluate process failures and other problems. To display a log file remotely,
issue the bos getlog command. You can also establish a connection to the
server machine and use a text editor or other file display program (such as
the cat command).

Note: Log files can grow unmanageably large if you do not periodically
shutdown and restart the database server processes (for example, if you
disable the general restart time). In this case it is a good policy
periodically to issue the UNIX rm command to delete the current log
file. The server process automatically creates a new one as needed.

To examine a server process log file

1. Verify that you are listed in the /usr/afs/etc/UserList file. If necessary, issue
the bos listusers command, which is fully described in m

7

% bos Tlistusers <machine name>

2. Issue the bos getlog command to display a log file.

% bos getlog <machine name> <log file to examine>

where

getl  Is the shortest acceptable abbreviation of getlog.

machine name
Specifies the server machine from which to display the log file.

log file to examine
Names the log file to be displayed. Provide one of the following
file names to display the indicated log file from the /usr/afs/logs
directory.

AuthLog for the Authentication Server log file
BackupLog for the Backup Server log file

BosLog for the BOS Server log file

FileLog for the File Server log file

SalvageLog for the Salvager log file

VLLog for the Volume Location (VL) Server log file
VolserLog for the Volume Server log file

You can provide a full or relative pathname to display a file from
another directory. Relative pathnames are interpreted relative to
the /usr/afs/logs directory.
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Chapter 5. Managing Volumes

This chapter explains how to manage the volumes stored on file server
machines. The volume is the designated unit of administration in AFS, so
managing them is a large part of the administrator’s duties.

Summary of Instructions

This chapter explains how to perform the following tasks by using the

indicated commands:

Create read/write volume

Create read-only volume

Create backup volume

Create many backup volumes at once
Examine VLDB entry

Examine volume header

Examine both VLDB entry and volume header
Display volume’s name

Display volume’s ID number

Display partition’s size and space available
Display volume’s location

Create mount point

Remove mount point

Display mount point

Move read/write volume

Synchronize VLDB with volume headers
Set volume quota

Display volume quota

Display volume’s current size

Display list of volumes on a machine/partition
Remove read/write volume

Remove read-only volume

Remove backup volume

Remove volume; no VLDB change
Remove read-only site definition
Remove VLDB entry; no volume change
Dump volume

Restore dumped volume

Rename volume

VoS create

vos addsite and vos release
vos backup

vos backupsys

vos listvldb

vos listvol

VOs examine

fs listquota or fs examine

fs examine or vos examine or vos
listvol

vos partinfo

fs whereis or vos examine
fs mkmount

fs rmmount

fs Ismount

VOs move

vos syncvldb and vos syncserv
fs setvol or fs setquota

fs quota or fs listquota or fs
examine

fs listquota or fs examine
vos listvol

vos remove and fs rmmount
VOSs remove

vos remove and fs rmmount
vos zap

vos remsite

vos delentry

vos dump

vos restore

vos rename, fs rmmount and fs
mkmount
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Unlock volume vos unlock
Unlock multiple volumes vos unlockvldb
Lock volume vos lock

About Volumes

An AFS volume is a logical unit of disk space that functions like a container
for the files in an AFS directory, keeping them all together on one partition of
a file server machine. To make a volume’s contents visible in the cell’s file tree
and accessible to users, you mount the volume at a directory location in the
AFS filespace. The association between the volume and its location in the
filespace is called a mount point, and because of AFS’s internal workings it
looks and acts just like a standard directory element. Users can access and
manipulate a volume’s contents in the same way they access and manipulate
the contents of a standard UNIX dlrectory For more on the relationship
between volumes and directories, see ”

Many of an administrator’s daily activities involve manipulating volumes,
since they are the basic storage and administrative unit of AFS. For a

discussion of some of the ways volumes can make your job easier, see
Molumes Tmprnvp AFS Efficiency” on page 145

The Three Types of Volumes
There are three types of volumes in AFS, as described in the following list:

* The single read/write version of a volume houses the modifiable versions of
the files and directories in that volume. It is often referred to as the
read/write source because volumes of the other two types are derived from it
by a copying procedure called clonzng For mstruchons on creating
read/write volumes, see ”

* A read-only volume is a copy of the read/write source volume and can
exist at multiple sites (a site is a particular partition on a particular file
server machine). Placing the same data at more than one site is called
replication; see EHow Volumes Tmprove AFS Ffficiency” on page 145. As the
name suggests, a read-only volume’s contents do not change automatically
as the read/write source changes, but only when an administrator issues
the vos release command. For users to have a consistent view of the AFS
filespace, all copies of the read-only volume must match each other and
their read /write source. All read-only volumes share the same name, which
is derived by adding the .readonly extension to the read/write source’s
name. For instructions on creating of read-only volumes, see

”

* A backup volume is a clone of the read/write source volume and is stored at
the same site as the source. A backup version is useful because it records

144 AFS: Administration Guide



the state of the read/write source at a certain time, allowing recovery of
data that is later mistakenly changed or deleted (for further discussion see
[(How Volumes Improve AFS Efficiency’). A backup volume’s name is
derived by adding the .backup extension to the read/write source’s name.

For instructions on creating of backup volumes, see !Creating Backupl
t Z I 77 ] 52i

Note: A backup volume is not the same as the backup of a volume
transferred to tape using the AFS Backup System, although making a
backup version of a volume is usually a stage in the process of
backing up the volume to tape. For information on backing up a
volume using the AFS Backup System, see L i v

As noted, the three types of volumes are related to one another: read-only and
backup volumes are both derived from a read /write volume through a
process called cloning. Read-only and backup volumes are exact copies of the
read/write source at the time they are created.

How Volumes Improve AFS Efficiency

Volumes make your cell easier to manage and more efficient in the following
three ways:

* Volumes are easy to move between partitions, on the same or different
machines, because they are by definition smaller than a partition.Perhaps
the most common reasons to move volumes are to balance the load among
file server machines or to take advantage of greater disk capacity on certain
machines. You can move volumes as often as necessary without disrupting
user access to their contents, because the move procedure makes the
contents unavailable for only a few seconds. The automatic tracking of
volume locations in the Volume Location Database (VLDB) assures that
access remains transparent. For instructions on moving volumes, see

0 7

* Volumes are the unit of replication in AFS. Replication refers to creating a
read-only clone from the read/write source and distributing of the clone to
one or more sites. Replication improves system efficiency because more
than one machine can fill requests for popular files. It also boosts system
reliability by helping to keep data available in the face of machine or server
process outage. In general, volumes containing popular application
programs and other files that do not change often are the best candidates
for replication, but you can replicate any read /write volume. See

7 ”

* Volumes are the unit of backup in AFS, in two senses. You can create a
backup volume version to preserves the state of a read/write source
volume at a specified time. You can mount the backup version in the AFS
filespace, enabling users to restore data they have accidentally changed or
deleted without administrator assistance, which frees you for more
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important jobs. If you make a new backup version of user volumes once a
day (presumably overwriting the former backup), then users are always be
able to retrieve the previous day’s version of a file. For instructions, see

/ ”

Backup also refers to using the AFS Backup System to store permanent
copies of volume contents on tape or in a special backup data. See
’ . . 7 and

7 . : ”

Volume Information in the VLDB

The Volume Location Database (VLDB) includes entries for every volume in a
cell. Perhaps the most important information in the entry is the volume’s
location, which is key to transparent access to AFS data. When a user opens a
file, the Cache Manager consults the Volume Location (VL) Server, which
maintains the VLDB, for a list of the file server machines that house the
volume containing the file. The Cache Manager then requests the file from the
File Server running on one of the relevant file server machines. The file
location procedure is invisible to the user, who only needs to know the file’s
pathname.

The VLDB volume entry for a read/write volume also contains the pertinent
information about the read-only and backup versions, which do not have their
own VLDB entries. (The rare exception is a read-only volume that has its own
VLDB entry because its read/write source has been removed.) A volume’s
VLDB entry records the volume’s name, the unique volume ID number for
each version (read/write, read-only, backup, and releaseClone), a count of the
number of sites that house a read/write or read-only version, and a list of the
sites.

To display the VLDB entry for one or more volumes, use the vos listvldb
command as described in I'Ta (‘]iqp]av VIDB entries” on page 172. To display
the VLDB entry for a single volume along with its volume header, use the vos
examine command as described in [‘Ta dicp]av ane valime’s VIDB entrv and

kolume header” an page 178. (See the following section for a description of

the volume header.)

The Information in Volume Headers

Whereas all versions of a volume share one VLDB entry, each volume on an
AFS server partition has its own volume header, a data structure that maps the
files and directories in the volume to physical memory addresses on the
partition that stores them. The volume header binds the volume’s contents
into a logical unit without requiring that they be stored in contiguous
memory blocks. The volume header also records the following information
about the volume, some of it redundant with the VLDB entry: name, volume
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ID number, type, size, status (online, offline, or busy), space quota,
timestamps for creation date and date of last modification, and number of
accesses during the current day.

To display the volume headers on one or more partitions, use the vos listvol

command as described in ETo display volume headers” on page 173. To

display the VLDB entry for a single volume along with its volume header, use

the vos examine command as described in [‘To display one volume’s VI DH

7

Keeping the VLDB and Volume Headers Synchronized

It is vital that the information in the VLDB correspond to the status of the
actual volumes on the servers (as recorded in volume headers) as much of the
time as possible. If a volume’s location information in the VLDB is incorrect,
the Cache Manager cannot find access its contents. Whenever you issue a vos
command that changes a volume’s status, the Volume Server and VL Server
cooperate to keep the volume header and VLDB synchronized. In rare cases,
the header and VLDB can diverge, for instance because a vos operation halts

prematurely. For instructions on resynchronizing them, see !Synchronizing thd

”

About Mounting Volumes

To make a volume’s contents visible in the cell’s file tree and accessible to
users, you mount the volume at a directory location in the AFS filespace. The
association between the volume and its location in the filespace is called a
mount point. An AFS mount point looks and functions like a regular UNIX file
system directory, but structurally it is more like a symbolic link that tells the
Cache Manager the name of the volume associated with the directory. A
mount point looks and acts like a directory only because the Cache Manager
knows how to interpret it.

Consider the common case where the Cache Manager needs to retrieve a file
requested by an application program. The Cache Manager traverses the file’s
complete pathname, starting at the AFS root (by convention mounted at the
/afs directory) and continuing to the file. When the Cache Manager
encounters (or crosses) a mount point during the traversal, it reads it to learn
the name of the volume mounted at that directory location. After obtaining
location information about the volume from the Volume Location (VL) Server,
the Cache Manager fetches the indicated volume and opens its root directory.
The root directory of a volume lists all the files, subdirectories, and mount
points that reside in it. The Cache Manager scans the root directory listing for
the next element in the pathname. It continues down the path, using this
method to interpret any other mount points it encounters, until it reaches the
volume that houses the requested file.
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Mount points act as the glue that connects the AFS file space, creating the
illusion of a single, seamless file tree even when volumes reside on many
different file server machines. A volume’s contents are visible and accessible
when the volume is mounted at a directory location, and are not accessible at
all if the volume is not mounted.

You can mount a volume at more than one location in the file tree, but this is
not recommended for two reasons. First, it distorts the hierarchical nature of
the filespace. Second, the Cache Manager can become confused about which
pathname it followed to reach the file (causing unpredictable output from the
pwd command, for example). However, if you mount a volume at more than
one directory, the access control list (ACL) associated with the volume’s root
directory applies to all of the mount points.

There are several types of mount points, each of which the Cache Manager
handles in a different way and each of which is appropriate for a different

purpose. See 'Mounting Volumes” on page 163,

About Volume Names

A read/write volume’s name can be up to 22 characters in length. The
Volume Server automatically adds the .readonly and .backup extensions to
read-only and backup volumes respectively. Do not explicitly add the
extensions to volume names, even if they are appropriate.

It is conventional for a volume’s name to indicate the type of data it houses.
For example, it is conventional to name all user volumes user.username where
username is the user’s login name. Similarly, many cells elect to put system
binaries in volumes with names that begin with the system type code. For a

list of other naming conventions, see ['‘Creating Volumes to Simplifyl

”

Creating Read/write Volumes

A read/write volume is the most basic type of volume, and must exist before
you can create read-only or backup versions of it. When you issue the vos
create command to create a read/write volume, the VL Server creates a VLDB
entry for it which records the name you specify, assigns a read/write volume
ID number, and reserves the next two consecutive volume ID numbers for
read-only and backup versions that possibly are to be created later. At the
same time, the Volume Server creates a volume header at the site you
designate, allocating space on disk to record the name of the volume’s root
directory. The name is filled in when you issue the fs mkmount command to
mount the volume, and matches the mount point name. The following is also
recorded in the volume header:

* An initial ACL associated with the volume’s root directory. By default it
grants all seven AFS access permissions to the system:administrators
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group. After you mount the volume, you can use the fs setacl command to
add other entries and to remove or change the entry for the
system:administrators group. See l'Setting ACT. Entries” on page 553

* A space quota, which limits the amount of disk space the read/write
version of the volume can use on the file server partition. The default is of
5000 kilobyte blocks, but you can use the -maxquota argument to the vos
create command to set a different quota.

To change the quota after creation, use the fs setquota command as

described in ['Setting and Displaying Volume Quota and Current Size” onl

To create (and mount) a read/write volume
1. Verify that you are listed in the /usr/afs/etc/UserList file. If necessar% issue

the bos listusers command, which is fully described in

7

% bos listusers <machine name>
2. Verify that you have the a (administer), i (insert), and 1 (lookup)
permissions on the ACL of the directory where you plan to mount the
volume. If necessary, issue the fs listacl command, which is fully
described in Displaying ACTs” an page 551,

% fs listacl [<dir/file path>]

Members of the system:administrators group always implicitly have the a
(administer) and by default also the 1 (lookup) permission on every ACL
and can use the fs setacl command to grant other rights as necessary.

3. Select a site (disk partition on a file server machine) for the new volume.
To verify that the site has enough free space to house the volume (now, or
if it grows to use its entire quota), issue the vos partinfo command.

Note: The partition-related statistics in this command’s output do not
always agree with the corresponding values in the output of the
standard UNIX df command. The statistics reported by this
command can be up to five minutes old, because the Cache
Manager polls the File Server for partition information at that
frequency. Also, on some operating systems, the df command’s
report of partition size includes reserved space not included in this
command’s calculation, and so is likely to be about 10% larger.

0

% vos partinfo <machine name> [<partition name>]

where

p Is the shortest acceptable abbreviation of partinfo.
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machine name
Specifies the file server machine for which to display partition size
and usage.

partition name
Names one partition for which to display partition size and usage.
If you omit it, the output displays the size and space available for
all partitions on the machine.

4. Select a volume name, taking note of the information in

5. Issue the vos create command to create the volume.

0

% vos create <machine name> <partition name> <volume name> \
[-maxquota <initial quota (KB)>]

where
cr Is the shortest acceptable abbreviation of create.

machine name
Specifies the file server machine on which to place the volume.

partition name
Specifies the disk partition on which to place the volume.

volume name
Names the volume. It can be up to 22 alphanumeric and
punctuation characters in length. Your cell possibly has naming
conventions for volumes, such as beginning user volume names
with the string user and using the period to separate parts of the
name.

-maxquota
Sets the volume’s quota, as a number of kilobyte blocks. If you
omit this argument, the quota is set to 5000 kilobyte blocks.

6. (Optional) Issue the fs mkmount command to mount the volume in the
filespace. For complete syntax, see ['Ta create a regular or read/ writd

% fs mkmount <directory> <volume name>

7. (Optional) Issue the fs Ismount command to verify that the mount point
refers to the correct volume. Complete instructions appear in m

mount point” on page 167.

% fs 1smount <directory>
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8. (Optional) Issue the fs setvol command with the -offlinemsg argument to
record auxiliary information about the volume in its volume header. For
example, you can record who owns the volume or where you have
mounted it in the filespace. To display the information, use the fs examine
command.

% fs setvol <dir/file path> -offlinemsg <offline message>

where

sV Is an acceptable alias for setvol (and setv the shortest acceptable
abbreviation).

dir/file path
Names the mount point of the volume with which to associate the
message. Partial pathnames are interpreted relative to the current
working directory.

Specify the read/write path to the mount point, to avoid the
failure that results when you attempt to change a read-only
volume. By convention, you indicate the read/write path by
placing a period before the cell name at the pathname’s second
level (for example, /afs/.abc.com). For further discussion of the
concept of read/write and read-only paths through the filespace,

” .

see

-offlinemsg
Specifies up to 128 characters of auxiliary information to record in
the volume header.

About Clones and Cloning

To create a backup or read-only volume, the Volume Server begins by cloning
the read /write source volume to create a clone. The Volume Server creates the
clone automatically when you issue the vos backup or vos backupsys
command (for a backup volume) or the vos release command (for a read-only
volume). No special action is required on your part.

A clone is not a copy of the data in the read/write source volume, but rather
a copy of the read/write volume’s vnode index. The vnode index is a table of
pointers between the files and directories in the volume and the physical disk
blocks on the partition where the data resides. From the clone, backup and
read-only volumes are created in the following manner:

* A read-only volume that occupies the same partition as its read/write
source (also known as a read-only clone), and a backup volume, are created
by attaching a volume header to the clone. These volumes initially consume
very little disk space, because the clone portion (the vnode index) points to
exactly the same files as the read/write volume, as illustrated in E‘Z@
m. The file sharing is possible only because the clone is on the same
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partition as the read/write source volume. When a file in the read/write
volume is deleted, it is not actually removed from the partition, because the
backup or read-only clone still points to it. Similarly, when a file in the
read/write is changed, the entire original file is preserved on disk because
the clone still points to it, and the read/write volume’s vnode index
changes to point to newly space for the changed file. When this happens,
the backup or read-only volume is said to grow or start occupying actual
disk space.

* A read-only volume that does not occupy the same site as the read/write
source is a copy of the clone and of all of the data in the read/write source
volume. It occupies the same amount of disk space as the read/write
volume did at the time the read-only volume was created.

ReadWrite Source <«——— Volume Header ———» BaCkup/ReadOnIy Clone
Jogin — Jlogin
.cshrc I .cshrc
document? —1  document1
dataset U dataset
Y v
login .cshrc
Vnode Index Vnode Index
dataset <
-«4— File
o document1 -

Figure 1. File Sharing Between the Read/write Source and a Clone Volume

Replicating Volumes (Creating Read-only Volumes)

Replication refers to creating a read-only copy of a read/write volume and
distributing the copy to one or more additional file server machines.
Replication makes a volume’s contents accessible on more than one file server
machine, which increases data availability. It can also increase system
efficiency by reducing load on the network and File Server. Network load is
reduced if a client machine’s server preference ranks lead the Cache Manager
to access the copy of a volume stored on the closest file server machine. Load
on the File Server is reduced because it issues only one callback for all data
fetched from a read-only volume, as opposed to a callback for each file
fetched from a read/write volume. The single callback is sufficient for an
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entire read-only volume because the volume does not change except in
response to administrator action, whereas each read/write file can change at
any time.

Replicating a volume requires issuing two commands. First, use the vos
addsite command to add one or more read-only site definitions to the
volume’s VLDB entry (a site is a particular partition on a file server machine).
Then use the vos release command to clone the read/write source volume
and distribute the clone to the defined read-only sites. You issue the vos
addsite only once for each read-only site, but must reissue the vos release
command every time the read/write volume’s contents change and you want
to update the read-only volumes.

For users to have a consistent view of the file system, the release of updated
volume contents to read-only sites must be atomic: either all read-only sites
receive the new version of the volume, or all sites keep the version they
currently have. The vos release command is designed to ensure that all copies
of the volume’s read-only version match both the read /write source and each
other. In cases where problems such as machine or server process outages
prevent successful completion of the release operation, AFS uses two
mechanisms to alert you.

First, the command interpreter generates an error message on the standard
error stream naming each read-only site that did not receive the new volume
version. Second, during the release operation the Volume Location (VL) Server
marks site definitions in the VLDB entry with flags (New release and 01d
release) that indicate whether or not the site has the new volume version. If
any flags remain after the operation completes, it was not successful. The
Cache Manager refuses to access a read-only site marked with the 01d
release flag, which potentially imposes a greater load on the sites marked
with the New release flag. It is important to investigate and eliminate the
cause of the failure and then to issue the vos release command as many times
as necessary to complete the release without errors.

The pattern of site flags remaining in the volume’s VLDB entry after a failed
release operation can help determine the point at which the operation failed.
Use the vos examine or vos listvldb command to display the VLDB entry.
The VL Server sets the flags in concert with the Volume Server’s operations, as
follows:

1. Before the operation begins, the VL Server sets the New release flag on the
read/write site definition in the VLDB entry and the 01d release flag on
read-only site definitions (unless the read-only site has been defined since
the last release operation and has no actual volume, in which case its site
flag remains Not released).
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2. If necessary, the Volume Server creates a temporary copy (a clone) of the
read/write source called the ReleaseClone (see the following discussion of
when the Volume Server does or does not create a new ReleaseClone.) It
assigns the ReleaseClone its own volume ID number, which the VL Server
records in the RCTone field of the source volume’s VLDB entry.

3. The Volume Server distributes a copy of the ReleaseClone to each
read-only site defined in the VLDB entry. As the site successfully receives
the new clone, the VL Server sets the site’s flag in the VLDB entry to New
release.

4. When all the read-only copies are successfully released, the VL Server
clears all the New release site flags. The ReleaseClone is no longer needed,
so the Volume Server deletes it and the VL Server erases its ID from the
VLDB entry.

By default, the Volume Server determines automatically whether or not it
needs to create a new ReleaseClone:

* If there are no flags (New release, 01d release, or Not released) on site
definitions in the VLDB entry, the previous vos release command
completed successfully and all read-only sites currently have the same
volume. The Volume Server infers that the current vos release command
was issued because the read/write volume has changed. The Volume Server
creates a new ReleaseClone and distributes it to all of the read-only sites.

* If any site definition in the VLDB entry is marked with a flag, either the
previous release operation did not complete successfully or a new read-only
site was defined since the last release. The Volume Server does not create a
new ReleaseClone, instead distributing the existing ReleaseClone to sites
marked with the 01d release or Not released flag. As previously noted,
the VL Server marks each VLDB site definition with the New release flag as
the site receives the ReleaseClone, and clears all flags after all sites
successfully receive it.

To override the default behavior, forcing the Volume Server to create and
release a new ReleaseClone to the read-only sites, include the -f flag. This is
appropriate if, for example, the data at the read/write site has changed since
the existing ReleaseClone was created during the previous release operation.

Using Read-only Volumes Effectively
For maximum effectiveness, replicate only volumes that satisfy two criteria:

* The volume’s contents are heavily used. Examples include a volume
housing binary files for text editors or other popular application programs,
and volumes mounted along heavily traversed directory paths such as the
paths leading to user home directories. It is an inefficient use of disk space
to replicate volumes for which the demand is low enough that a single File
Server can easily service all requests.

* The volume’s contents change infrequently. As noted, file system
consistency demands that the contents of read-only volumes must match
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each other and their read/write source at all times. Each time the
read/write volume changes, you must issue the vos release command to
update the read-only volumes. This can become tedious (and easy to forget)
if the read/write volume changes frequently.

Explicitly mounting a read-only volume (creating a mount point that names a
volume with a .readonly extension) is not generally necessary or appropriate.
The Cache Manager has a built-in bias to access the read-only version of a
replicated volume whenever possible. As described in more detail in
Rules of Mount Point Traversal” on page 164, when the Cache Manager
encounters a mount point it reads the volume name inside it and contacts the
VL Server for a list of the sites that house the volume. In the normal case, if
the mount point resides in a read-only volume and names a read /write
volume (one that does not have a .readonly or .backup extension), the Cache
Manager always attempts to access a read-only copy of the volume. Thus
there is normally no reason to force the Cache Manager to access a read-only
volume by mounting it explicitly.

It is a good practice to place a read-only volume at the read/write site, for a
couple of reasons. First, the read-only volume at the read/write site requires
only a small amount of disk space, because it is a clone rather a copy of all of
the data (see ’Ahout Clones and Cloning” on page 151). Only if a large
number of files are removed or changed in the read/write volume does the
read-only copy occupy much disk space. That normally does not happen
because the appropriate response to changes in a replicated read/write
volume is to reclone it. The other reason to place a read-only volume at the
read/write site is that the Cache Manager does not attempt to access the
read/write version of a replicated volume if all read-only copies become
inaccessible. If the file server machine housing the read/write volume is the
only accessible machine, the Cache Manager can access the data only if there
is a read-only copy at the read/write site.

The number of read-only sites to define depends on several factors. Perhaps
the main trade-off is between the level of demand for the volume’s contents
and how much disk space you are willing to use for multiple copies of the
volume. Of course, each prospective read-only site must have enough
available space to accommodate the volume. The limit on the number of
read-only copies of a volume is determined by the maximum number of site
definitions in a volume’s VLDB entry, which is defined in the IBM AFS Release
Notes. The site housing the read /write and backup versions of the volume
counts as one site, and each read-only site counts as an additional site (even
the read-only site defined on the same file server machine and partition as the
read/write site counts as a separate site). Note also that the Volume Server
permits only one read-only copy of a volume per file server machine.
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Replication Scenarios

The instructions in the following section explain how to replicate a volume for
which no read-only sites are currently defined. However, you can also use the
instructions in other common situations:

* If you are releasing a new clone to sites that already exist, you can skip
Step B. It can still be useful to issue the vos examine command, however, to
verify that the desired read-only sites are defined.

* If you are addini new read-only sites to existing ones, perform all of the

steps. In Step , issue the vos addsite command for the new
sites only.

* If you are defining sites but do not want to release a clone to them yet, stop
after Step @g@ and continue when you are ready.

* If you are removing one or more sites before releasing a new clone to the
remaining sites, follow the 1nstruct10ns for site removal in

” and then start with Step kod

To replicate a read/write volume (create a read-only volume)

1. Verify that you are listed in the /usr/afs/etc/UserList file. If necessary, issue
the bos listusers command, which is fully described in m@
Lisers in the Userlist file” on page 568

% bos listusers <machine name>

2. Select one or more sites at which to replicate the volume. There are
several factors to consider:

* How many sites are already defined. As previously noted, it is usually
appropriate to define a read-only site at the read/write site. Also, the
Volume Server permits only one read-only copy of a volume per file
server machine. To display the volume’s current sites, issue the vos
examine command, which is described fully in Displaying Ond

% vos examine <volume name or ID>

The final lines of output display the volume’s site definitions from the
VLDB.

* Whether your cell dedicates any file server machines to housing
read-only volumes only. In general, only very large cells use read-only
server machines.

* Whether a site has enough free space to accommodate the volume. A
read-only volume requires the same amount of space as the read/write
version (unless it is at the read/write site itself). The first line of output
from the vos examine command displays the read / wrlte volume’s
current size in kilobyte blocks, as shown in

1

7
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To display the amount of space available on a file server machine’s
partitions, use the vos partinfo command, which is described fully in

)

% vos partinfo <machine name> [<partition name>]

3. Issue the vos addsite command to define each new read-only site in the
VLDB.

0

% vos addsite <machine name> <partition name> <volume name or ID>

where
ad Is the shortest acceptable abbreviation of addsite.

machine name
Defines the file server machine for the new site.

partition name
Names a disk partition on the machine machine name.

volume name or 1D
Identifies the read/write volume to be replicated, either by its
complete name or its volume ID number.

4. (Optional) Verify that the fs process (which incorporates the Volume
Server) is functioning normally on each file server machine where you
have defined a read-only site, and that the vlserver process (the Volume
Location Server) is functioning correctly on each database server machine.
Knowing that they are functioning eliminates two possible sources of
failure for the release. Issue the bos status command on each file server
machine housing a read-only site for this volume and on each database
server machine. The command is described fully in 'Displaying Pracesd

B T eV R oS P P ]

% bos status <machine name> fs vlserver

5. Issue the vos release command to clone the read/write source volume and
distribute the clone to each read-only site.

% vos release <volume name or ID> [-f]
where
rel Is the shortest acceptable abbreviation of release.

volume name or 1D
Identifies the read/write volume to clone, either by its complete
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name or volume ID number. The read-only version is given the
same name with a .readonly extension. All read-only copies share
the same read-only volume ID number.

-f Creates and releases a brand new clone.

6. (Optional) Issue the vos examine command to verify that no site
definition in the VLDB entry is marked with an 01d release or New
release flag. The command is described fully in "nmﬁhvmg QOnd

7 2

0

% vos examine <volume name or ID>

If anﬁ ﬂafs afpear in the output from Step g, repeat Steps W and

until the Volume Server does not produce any error messages
during the release operation and the flags no longer appear. Do not issue the
vos release command when you know that the read /write site or any
read-only site is inaccessible due to network, machine or server process
outage.

Creating Backup Volumes

A backup volume is a clone that resides at the same site as its read/write

source gto review the concept of cloning, see About Clones and Cloning” onl

. Creating a backup version of a volume has two purposes:

* It is by convention the first step when dumping a volume’s contents to tape
with the AFS Backup System. A volume is inaccessible while it is being
dumped, so instead of dumping the read/write volume, you create and
dump a backup version. Users do not normally access the backup version,
so it is unlikely that the dump will disturb them. For more details, see

v : ”

* It enables users to restore mistakenly deleted or changed data themselves,
freeing you for more crucial tasks. The backup version captures the state of
its read /write source at the time the backup is made, and its contents
cannot change. Mount the backup version in the filespace so that users can
restore a file to its state at the time you made the backup. See

Backing Up Multiple Volumes at Once

The vos backupsys command creates a backup version of many read/write
volumes at once. This command is useful when preparing for large-scale
backups to tape using the AFS Backup System.

To clone every read/write volume listed in the VLDB, omit all of the

command’s options. Otherwise, combine the command’s options to clone
various groups of volumes. The options use one of two basic criteria to select
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volumes: location (the -server and -partition arguments) or presence in the
volume name of one of a set of specified character strings (the -prefix,
-exclude, and -xprefix options).

To clone only volumes that reside on one file server machine, include the
-server argument. To clone only volumes that reside on one partition, combine
the -server and -partition arguments. The -partition argument can also be
used alone to clone volumes that reside on the indicated partition on every
file server machine. These arguments can be combined with those that select
volumes based on their names.

Combine the -prefix, -exclude, and -xprefix options (with or without the
-server and -partition arguments) in the indicated ways to select volumes
based on character strings contained in their names:

* To clone every read/write volume at the specified location whose name
includes one of a set of specified character strings (for example, begins with
user. or includes the string afs), use the -prefix argument or combine the
-xprefix and -exclude options.

* To clone every read/write volume at the specified location except those
whose name includes one of a set of specified character strings, use the
-xprefix argument or combine the -prefix and -exclude options.

* To clone every read/write volume at the specified location whose name
includes one of one of a set of specified character strings, except those
whose names include one of a different set of specified character strings,
combine the -prefix and -xprefix arguments. The command creates a list of
all volumes that match the -prefix argument and then removes from the list
the volumes that match the -xprefix argument. For effective results, the
strings specified by the -xprefix argument must designate a subset of the
volumes specified by the -prefix argument.

If the -exclude flag is combined with the -prefix and -xprefix arguments,
the command creates a list of all volumes that do not match the -prefix
argument and then adds to the list any volumes that match the -xprefix
argument. As when the -exclude flag is not used, the result is effective only
if the strings specified by the -xprefix argument designate a subset of the
volumes specified by the -prefix argument.

The -prefix and -xprefix arguments both accept multiple values, which can be
used to define disjoint groups of volumes. Each value can be one of two
types:

1. A simple character string, which matches volumes whose name begin with
the string. All characters are interpreted literally (that is, characters that
potentially have special meaning to the command shell, such as the
period, have only their literal meaning).

2. A regular expression, which matches volumes whose names contain the
expressions. Place a caret () at the beginning of the expression, and
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enclose the entire string in single quotes (" ’). Explaining regular
expressions is outside the scope of this reference page; see the UNIX
manual page for regexp(5) or (for a brief introduction)

. As an example,
the following expression matches volumes that have the string aix
anywhere in their names:

-prefix ' .*aix’

To display a list of the volumes to be cloned, without actually cloning them,
include the -dryrun flag. To display a statement that summarizes the criteria
being used to select volume, include the -verbose flag.

To back up a single volume, use the vos backup command, which employs a
more streamlined technique for finding a single volume.

Automating Creation of Backup Volumes

Most cells find that it is best to make a new backup version of relevant
volumes each day. It is best to create the backup versions at a time when
usage is low, because the backup operation causes the read/write volume to
be unavailable momentarily.

You can either issue the necessary the vos backupsys or vos backup
commands at the console or create a cron entry in the BosConfig file on a file
server machine, which eliminates the need for an administrator to initiate the
backup operation.

The following example command creates a cron process called backupusers in
the /usr/afs/local/BosConfig file on the machine fs3.abc.com. The process runs
every day at 1:00 a.m. to create a backup version of every volume in the cell
whose name starts with the string user. The -localauth flag enables the
process to invoke the privileged vos backupsys command while
unauthenticated. Note that the -cmd argument specifies a complete pathname
for the vos binary, because the PATH environment variable for the BOS Server

(running as the local superuser root) generally does not include the path to
AFS binaries.

% bos create fs3.abc.com backupusers cron \
-cmd "/usr/afs/bin/vos backupsys -prefix user -localauth" "1:00"

Making the Contents of Backup Volumes Available to Users

As noted, a backup volume preserves the state of the read /write source at the
time the backup is created. Many cells choose to mount backup volumes so
that users can access and restore data they have accidentally deleted or
changed since the last backup was made, without having to request help from
administrators. The most sensible place to mount the backup version of a user
volume is at a subdirectory of the user’s home directory. Suitable names for
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this directory include OldFiles and Backup. The subdirectory looks just like
the user’s own home directory as it was at the time the backup was created,
with all files and subdirectories in the same relative positions.

If you do create and mount backup volumes for your users, inform users of
their existence. The IBM AFS User Guide does not mention backup volumes
because making them available to users is optional. Explain to users how
often you make a new backup, so they know what they can recover. Remind
them also that the data in their backup volume cannot change; however, they
can use the standard UNIX cp command to copy it into their home volume
and modify it there. Reassure users that the data in their backup volumes
does not count against their read/write volume quota.

To create and mount a backup volume

1. Verify that you are listed in the /usr/afs/etc/UserList file. If necessary, issue
the bos listusers command, which is fully described in m

”

% bos Tlistusers <machine name>

2. Verify that you have the insert (i) and administer (a) permissions on the
ACL of the directory in which you wish to mount the volume. If
necessary, issue the fs listacl command, which is fully described in

7

% fs listacl [<dir/file path>]

Members of the system:administrators group always implicitly have the a
(administer) and by default also the 1 (lookup) permission on every ACL
and can use the fs setacl command to grant other rights as necessary.

3. Issue the vos backup command to create a backup version of a read/write
source volume. The message shown confirms the success of the backup
operation.

% vos backup <volume name or ID>
Created backup volume for volume name or ID

where

backup
Must be typed in full.

volume name or 1D
Identifies the read/write volume to back up, either by its complete
name or volume ID number. The backup volume has the same
name with the addition of the .backup extension. It has its own
volume ID number.
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4. (Optional) Issue the fs mkmount to mount the backup volume. While this
step is optional, Cache Managers cannot access the volume’s contents if it
is not mounted.

% fs mkmount <directory> <volume name>.backup

where
mk Is the shortest acceptable abbreviation of mkmount.

directory
Names the mount point to create. Do not create a file or directory
of the same name beforehand. Partial pathnames are interpreted
relative to the current working directory. For the backup version of
a user volume, the conventional location is the user’s home
directory.

volume name.backup
Is the full name of the backup volume.

5. (Optional) Issue the fs Ismount command to verify that the mount point
refers to the correct volume. Complete instructions appear in Iﬂ@

mount point” on page 167,

% fs 1smount <directory>

To create multiple backup volumes at once
1. Verify that you are listed in the /usr/afs/etc/UserList file. If necessar% issue

the bos listusers command, which is fully described in

”

% bos listusers <machine name>

2. Issue the vos backupsys command to create a backup version of every
read/write volume that shares the same prefix or site. The effects of

combining the three arguments are described in ‘Backing 1Ip Multipld

”

% vos backupsys [-prefix <common prefix on volume(s)>"] \
[-server <machine name>] [-partition <partition name>] \
[-exclude] [-xprefix <negative prefix on volume(s)>"]
[-dryrun] [-verbose]

where

backups
Is the shortest acceptable abbreviation of backupsys.

-prefix
Specifies one or more simple character strings or regular
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expressions of any length; a volume whose name includes the
string is placed on the list of volumes to be cloned. Include field
separators (such as periods) if appropriate. This argument can be
combined with any combination of the -server, -partition,
-exclude, and -xprefix options.

-server
Specifies the file server machine housing the volumes to backup.
Can be combined with any combination of the -prefix, -partition,
-exclude, and -xprefix options.

-partition
Specifies the partition housing the volumes you wish to backup.
Can be combined with any combination of the -prefix, -server,
-exclude, and -xprefix options.

-exclude
Indicates that all volumes except those indicated with the -prefix
argument are to be backed up. The -prefix argument must be
provided along with this one. Can also be combined with any
combination of the -prefix, -server, and -partition arguments; or
with both the -prefix and -xprefix arguments, but not with the
-xprefix argument alone.

-xprefix
Specifies one or more simple character strings or regular
expressions of any length; a volume whose name does not include
the string is placed on the list of volumes to be cloned. Can be
combined with any combination of the -prefix, -server, and
-partition arguments; in addition, it can be combined with both
the -prefix and -exclude options, but not with the -exclude flag
alone.

-dryrun
Displays on the standard output stream a list of the volumes to be
cloned, without actually cloning them.

-verbose
Displays on the standard output stream a statement that
summarizes the criteria being used to select volumes, if combined
with the -dryrun flag; otherwise, traces the cloning operation for
each volume.

Mounting Volumes

Mount points make the contents of AFS volumes visible and accessible in the
AFS filespace, as described in EZAbout Mounting Volumes” on page 147. This
section discusses in more detail how the Cache Manager handles mount
points as it traverses the filespace. It describes the three types of mount
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points, their purposes, and how to distinguish between them, and provides
instructions for creating, removing, and examining mount points.

The Rules of Mount Point Traversal

The Cache Manager observes three basic rules as it traverses the AFS filespace
and encounters mount points:

* Rule 1: Access Backup and Read-only Volumes When Specified

When the Cache Manager encounters a mount point that specifies a volume
with either a .readonly or a .backup extension, it accesses that type of
volume only. If a mount point does not have either a .backup or .readonly
extension, the Cache Manager uses Rules 2 and 3.

For example, the Cache Manager never accesses the read/write version of a
volume if the mount point names the backup version. If the specified
version is inaccessible, the Cache Manager reports an error.

* Rule 2: Follow the Read-only Path When Possible

If a mount point resides in a read-only volume and the volume that it
references is replicated, the Cache Manager attempts to access a read-only
copy of the volume; if the referenced volume is not replicated, the Cache
Manager accesses the read/write copy. The Cache Manager is thus said to
prefer a read-only path through the filespace, accessing read-only volumes
when they are available.

The Cache Manager starts on the read-only path in the first place because it
always accesses a read-only copy of the root.afs volume if it exists; the
volume is mounted at the root of a cell’s AFS filespace (named /afs by
convention). That is, if the root.afs volume is replicated, the Cache Manager
attempts to access a read-only copy of it rather than the read/write copy.
This rule then keeps the Cache Manager on a read-only path as long as
each successive volume is replicated. The implication is that both the
root.afs and root.cell volumes must be replicated for the Cache Manager to
access replicated volumes mounted below them in the AFS filespace. The
volumes are conventionally mounted at the /afs and /afs/cellname
directories, respectively.

* Rule 3: Once on a Read/write Path, Stay There

If a mount point resides in a read/write volume and the volume name does
not have a .readonly or a .backup extension, the Cache Manager attempts
to access only the a read/write version of the volume. The access attempt
fails with an error if the read/write version is inaccessible, even if a
read-only version is accessible. In this situation the Cache Manager is said
to be on a read/write path and cannot switch back to the read-only path
unless mount point explicitly names a volume with a .readonly extension.
(Cellular mount points are an important exception to this rule, as explained
in the following discussion.
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The Three Types of Mount Points

AFS uses three types of mount points, each appropriate for a different
purpose because of how the Cache Manager handles them.

* When the Cache Manager crosses a regular mount point, it obeys all three of
the mount point traversal rules previously described.

AFS performs best when the vast majority of mount points in the filespace
are regular, because the mount point traversal rules promote the most
efficient use of both replicated and nonreplicated volumes. Because there
are likely to be multiple read-only copies of a replicated volume, it makes
sense for the Cache Manager to access one of them rather than the single
read/write version, and the second rule leads it to do so. If a volume is not
replicated, the third rule means that the Cache Manager still accesses the
read/write volume when that is the only type available. In other words, a
regular mount point does not force the Cache Manager always to access
read-only volumes (it is explicitly not a "read-only mount point”).

To create a regular mount point, use the fs mkmount command as
described in L i int”

Note: To enable the Cache Manager to access the read-only version of a
replicated volume named by a regular mount point, all volumes that
are mounted above it in the pathname must also be replicated. That
is the only way the Cache Manager can stay on a read-only path to
the target volume.

*  When the Cache Manager crosses a read/write mount point, it attempts to
access only the volume version named in the mount point. If the volume
name is the base (read/write) form, without a .readonly or .backup
extension, the Cache Manager accesses the read/write version of the
volume, even if it is replicated. In other words, the Cache Manager
disregards the second mount point traversal rule when crossing a
read/write mount point: it switches to the read/write path through the
filespace.

It is conventional to create only one read/write mount point in a cell’s
filespace, using it to mount the cell’s root.cell volume just below the AFS
filespace root (by convention, /afs/.cellname). As indicated, it is conventional
to place a period at the start of the read/write mount point’s name (for
example, /afs/.abc.com). The period distinguishes the read /write mount
point from the regular mount point for the root.cell volume at the same
level. This is the only case in which it is conventional to create two mount
points for the same volume. A desirable side effect of this naming
convention for this read/write mount point is that it does not appear in the
output of the UNIX Is command unless the -a flag is included, essentially
hiding it from regular users who have no use for it.

The existence of a single read/write mount point at this point in the
filespace provides access to the read/write version of every volume when
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necessary, because it puts the Cache Manager on a read/write path right at
the top of the filespace. At the same time, the regular mount point for the
root.cell volume puts the Cache Manager on a read-only path most of the
time.

Using a read/write mount point for a read-only or backup volume is
acceptable, but unnecessary. The first rule of mount point traversal already
specifies that the Cache Manager accesses them if the volume name in a
regular mount point has a .readonly or .backup extension.

To create a read/write mount point, use the -rw flag on the fs mkmount
command as described in

7

* When the Cache Manager crosses a cellular mount point, it accesses the
indicated volume in the specified cell, which is normally a foreign cell. (If
the mount point does not name a cell along with the volume, the Cache
Manager accesses the volume in the cell where the mount point resides.)
When crossing a regular cellular mount point, the Cache Manager
disregards the third mount point traversal rule. Instead, it accesses a
read-only version of the volume if it is replicated, even if the volume that
houses the mount point is read /write.

It is inappropriate to circumvent this behavior by creating a read/write
cellular mount point, because traversing the read/write path imposes an
unfair load on the foreign cell’s file server machines. The File Server must
issue a callback for each file fetched from the read/write volume, rather
than single callback required for a read-only volume. In any case, only a
cell’s own administrators generally need to access the read/write versions
of replicated volumes.

It is conventional to create cellular mount points only at the second level in
a cell’s filespace, using them to mount foreign cells’ root.cell volumes just
below the AFS filespace root (by convention, at /afs/foreign_cellname). The
mount point enables local users to access the foreign cell’s filespace,
assuming they have the necessary permissions on the ACL of the volume’s
root directory and that there is an entry for the foreign cell in each local
client machine’s /usr/vice/etc/CellServDB file, as described in
Knowledge of Datahase Server Machines” on page 394

Creating cellular mount points at other levels in the filespace and mounting
foreign volumes other than the root.cell volume is not generally
appropriate. It can be confusing to users if the Cache Manager switches
between cells at various points in a pathname.

To create a regular cellular mount point, use the -cell argument to specify
the cell name, as described in ”

To examine a mount point, use the fs Ismount command as described in
” . The command’s output uses distinct
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notation to identify regular, read/write, and cellular mount points. To remove
a mount point, use the fs rmmount command as described in

mount point” on page 170.

Creating a mount point in a foreign cell

Creating a mount point in a foreign cell’s filespace (as opposed to mounting a
foreign volume in the local cell) is basically the same as creating a mount
point in the local filespace. The differences are that the fs mkmount
command’s directory argument specifies a pathname in the foreign cell rather
than the local cell, and you must have the required permissions on the ACL of
the foreign directory where you are creating the mount point. The fs
mkmount command’s -cell argument always specifies the cell in which the
volume resides, not the cell in which to create the mount point.

To display a mount point

1. Issue the fs Ismount command.

% fs 1smount <directory>

where
Is Is the shortest acceptable abbreviation of Ismount.

directory
Names the mount point to display.

If the specified directory is a mount point, the output is of the following form:
'directory' is a mount point for volume 'volume name'

For a regular mount point, a number sign (#) precedes the volume name string,
as in the following example command issued on a client machine in the
abc.com cell.

% fs 1smount /afs/abc.com/usr/terry
'/afs/abc.com/usr/terry' is a mount point for volume '#user.terry'

For a read/write mount point, a percent sign (%) precedes the volume name
string, as in the following example command issued on a client machine in
the abc.com cell. The cell’s administrators have followed the convention of
preceding the read/write mount point’s name with a period.

% fs 1smount /afs/.abc.com
'/afs/.abc.com' is a mount point for volume '%root.cell'
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For a cellular mount point, a cell name and colon (:) follow the number or
percent sign and precede the volume name string, as in the following example
command issued on a client machine in the abc.com cell.

% fs 1smount /afs/ghi.gov
'/afs/ghi.gov' is a mount point for volume '#ghi.gov:root.cell'

For a symbolic link to a mount point, the output is of the form shown in the
following example command issued on a client machine in the abc.com cell.

% fs 1smount /afs/abc
'/afs/abc' is a symbolic link, leading to a mount point for volume '#root.cell'

If the directory is not a mount point or is not in AFS, the output reads as
follows.

'"directory' is not a mount point.

If the output is garbled, it is possible that the mount point has become
corrupted in the local cache. Use the fs flushmount command as described in

Uo_ﬂush_nn&nr_momnuni_pnm.ts_nn_pa.gﬂﬂéﬂ This forces the Cache

Manager to refetch the mount point.

To create a regular or read/write mount point

1. Verify that you have the i (insert) and a (administer) permissions on the
ACL of the directory where you are placing the mount point. If necessary,
issue the fs listacl command, which is fully described in
ACIs” on page 5511

% fs listacl [<dir/file path>]

2. Issue the fs mkmount command to create the mount point. Include the
-rw flag if creating a read/write mount point.

% fs mkmount <directory> <volume name> [-rw]

where
mk Is the shortest acceptable abbreviation for mkmount.

directory
Names the mount point to create. A file or directory with the same
name cannot already exist. A partial pathname is interpreted
relative to the current working directory.

Specify the read /write path to the mount point, to avoid the
failure that results when you attempt to create a new mount point
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in a read-only volume. By convention, you indicate the read/write
path by placing a period before the cell name at the pathname’s
second level (for example, /afs/.abc.com). For further discussion of
the concept of read/write and read-only paths through the
filespace, see [‘The Rules of Mount Point Traversal” on page 164

volume name
Specifies the volume’s full name, including the .backup or
.readonly extension for a backup or read-only volume, if
appropriate.

-TW Creates a read/write mount point.

To create a cellular mount point

1. Verify that you have the i (insert) and a (administer) permissions on the
ACL of the directory where you are placing the mount point. If necessary,
issue the fs listacl command, which is fully described in
CTs” on page 5511

% fs listacl [<dir/file path>]

2. If you are mounting one or more foreign cells’ root.cell volume at the
second level in your filespace and your cell’s root.afs volume is replicated,
you must create a temporary mount point for the root.afs volume’s
read/write version in a directory on which the ACL grants you the i and a
permissions. The following command creates a mount point called
new_cells in your cell’s /afs/.cellname directory (the entry point to the
read/write path in your cell).

Substitute your cell’s name for cellname.

% cd /afs/.cellname

% fs mkmount new_cells root.afs

0

% c¢d new_cells

3. Issue the fs mkmount command with the -cell argument to create a
cellular mount point. Repeat the command for each cellular mount point
as required.

% fs mkmount <directory> <volume name> -cell <cell name>

where
mk Is the shortest acceptable abbreviation for mkmount.

directory
Names the mount point to create. A file or directory with the same
name cannot already exist. A partial pathname is interpreted
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relative to the current working directory. If you are mounting a
foreign cell’s root.cell volume, the standard value for this
argument is the cell’s complete Internet domain name.

volume name
Specifies the volume’s full name, usually root.cell for a cellular
mount point.

-cell  Specifies the complete Internet domain name of the cell in which
the volume resides.

4. If you performed the instructions in Step w, issue the vos
release command to release the new version of the root.afs volume to its
read-only sites. (This command requires that you be listed in your cell’s
lusr/afs/etc/UserList file. If necessary, verify by issuing the bos listusers

command, which is fully described in I'Ta display the users in the Userl isf
file” on page 568.)

Also issue the fs checkvolumes command to force the local Cache
Manager to access the new replica of the root.afs volume. If desired, you
can also remove the temporary new_cells mount point from the
[afs/.cellname directory.

% vos release root.afs

% fs checkvolumes

e

> c¢d /afs/.cellname

o

s fs rmmount new_cells

For your users to access a newly mounted foreign cell, you must also
create an entry for it in each client machine’s local
lusr/vice/etc/CellServDB file and either reboot the machine or use the fs
newcell command to insert the entry directly into its kernel memory. See

the instructions in 'Maintaining Knowledge of Database Server Machines”]

To remove a mount point

1. Verify that you have the d (delete) permission on the ACL of the directory
from which you are removing the mount point. If necessary, issue the fs

listacl command, which is fully described in EDisplaying ACI.s” onl

% fs listacl [<dir/file path>]

Members of the system:administrators group always implicitly have the a
(administer) and by default also the 1 (lookup) permission on every ACL
and can use the fs setacl command to grant other rights as necessary.
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2. Issue the fs rmmount command to remove the mount point. The volume
still exists, but its contents are inaccessible if this is the only mount point
for it.

% fs rmmount <directory>

where
rm Is the shortest acceptable abbreviation of rmmount.

directory
Names the mount point to remove. A partial pathname is
interpreted relative to the current working directory.

Specify the read/write path to the mount point, to avoid the
failure that results when you attempt to delete a mount point from
a read-only volume. By convention, you indicate the read/write
path by placing a period before the cell name at the pathname’s
second level (for example, /afs/.abc.com). For further discussion of
the concept of read/write and read-only paths through the
filespace, see L i ”

Displaying Information About Volumes

This section explains how to display information about volumes. If you know
a volume’s name or volume ID number, there are commands for displaying its
VLDB entry, its volume header, or both. Other commands display the name or
location of the volume that contains a specified file or directory.

volume’s quota, see I'Setting and Displaying]
7

For instructions on displaying a

7

Displaying VLDB Entries
The vos listvldb command displays the VLDB entry for the volumes

indicated by the combination of arguments you provide. The possibilities are
listed here from most to least inclusive:

 To display every entry in the VLDB, provide no arguments. It can take a
long time to generate the output, depending on the number of entries.

* To display every VLDB entry that mentions a specific file server machine as
the site of a volume, specify the machine’s name with the -server argument.

* To display every VLDB entry that mentions a certain partition on any file
server machine as the site of a volume, specify the partition name with the
-partition argument.

* To display every VLDB entry that mentions a certain partition on a certain
file server machine as the site of a volume, combine the -server and
-partition arguments.
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 To display a single VLDB entry, specify a volume name or ID number with
the -name argument.

* To display the VLDB entry only for volumes with locked VLDB entries, use
the -locked flag with any of the site definitions mentioned previously.

To display VLDB entries

1. Issue the vos listvldb command.

0

% vos listvlidb [-name <volume name or ID>] [-server <machine name>] \
[-partition <partition name>] [-locked]

where
listvl Is the shortest acceptable abbreviation of listvldb.

-name Identifies one volume either by its complete name or volume ID
number. Do not combine this argument with the -server or
-partition arguments.

-server
Specifies a file server machine. Combine this argument with the
-partition argument if desired, but not with the -name argument.

-partition
Specifies a partition. Combine this argument with the -server
argument if desired, but not with the -name argument.

-locked
Displays only locked VLDB entries. Combine this flag with any of
the other options.

The VLDB entry for each volume includes the following information:

* The base (read/write) volume name. The read-only and backup versions
have the same name with a .readonly and .backup extension, respectively.

* The volume ID numbers allocated to the versions of the volume that
actually exist, in fields labeled RWrite for the read/write, ROnly for the
read-only, Backup for the backup, and RClone for the ReleaseClone. (If a
field does not appear, the corresponding version of the volume does not
exist.) The appearance of the RClone field normally indicates that a release
operation did not complete successfully; the 01d release and New release
flags often also appear on one or more of the site definition lines described
just following.

* The number of sites that house a read/write or read-only copy of the
volume, following the string number of sites ->.

* A line for each site that houses a read/write or read-only copy of the
volume, specifying the file server machine, partition, and type of volume
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(RW for read /write or RO for read-only). If a backup version exists, it is
understood to share the read/write site. Several flags can appear with a site
definition:

Not released
Indicates that the vos release command has not been issued since
the vos addsite command was used to define the read-only site.

01d release
Indicates that a vos release command did not complete successfully,
leaving the previous, obsolete version of the volume at this site.

New release
Indicates that a vos release command did not complete successfully,
but that this site did receive the correct new version of the volume.

* If the VLDB entry is locked, the string Volume is currently LOCKED.

For further discussion of the New release and 01d release flags, see

” . . . 17

An example of this command and its output for a single volume:

% vos listvldb user.terry
user.terry
RWrite: 50489902 Backup: 50489904
number of sites ->1
server fs3.abc.com partition /vicepc RW Site

Displaying Volume Headers

The vos listvol command displays the volume header for every volume on
one or all partitions on a file server machine. The vos command interpreter
obtains the information from the Volume Server on the specified machine. You
can control the amount of information displayed by including one of the -fast,
the -long, or the -extended flags described following the instructions in

To dlsplay a single volume’s volume header of one volume only, use the vos

examine command as described in [Displaying One Volume’s VI.DR Entry
To display volume headers

1. Issue the vos listvol command.

% vos listvol <machine name> [<partition name>] [-fast] [-long] [-extended]

where

listvo Is the shortest acceptable abbreviation of listvol.
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machine name
Names the file server machine for which to display volume
headers. Provide this argument alone or with the partition name
argument.

partition name
Names one partition on the file server machine named by the
machine name argument, which must be provided along with this
one.

-fast  Displays only the volume ID numbers of relevant volumes. Do not
combine this flag with the -long or -extended flag.

-long Displays more detailed information about each volume. Do not
combine this flag with the -fast or -extended flag.

-extended
Displays all of the information displayed by the -long flag, plus
tables of statistics about reads and writes to the files in the
volume. Do not combine this flag with the -fast or -long flag.

The output is ordered alphabetically by volume name and by default provides
the following information on a single line for each volume:

Name
Volume ID number
Type (the flag is RW for read/write, RO for read-only, BK for backup)
Size in kilobytes (1024 equals a megabyte)
Number of files in the volume, if the -extended flag is provided
Status on the file server machine, which is one of the following:
On-Tine
The volume is completely accessible to Cache Managers.
0ff-Tine
The volume is not accessible to Cache Managers, but does not seem

to be corrupted. This status appears while a volume is being
dumped, for example.

0ff-Tine**needs salvagex*
The volume is not accessible to Cache Managers, because it seems
to be corrupted. Use the bos salvage or salvager command to
repair the corruption.

If the following message appears instead of the previously listed information,
it indicates that a volume is not accessible to Cache Managers or the vos
command interpreter, for example because a clone is being created.

**%% Volume volume ID is busy *xx=
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If the following message appears instead of the previously listed information,
it indicates that the File Server is unable to attach the volume, perhaps
because it is seriously corrupted. The FileLog and VolserLog log files in the
/usr/afs/logs directory on the file server machine possibly provide additional
information; use the bos getlog command to display them.

*+%% Could not attach volume volume_ID **x*

(For instructions on salvaging a corrupted or unattached volume, see
- -

4 ')

The information about individual volumes is bracketed by summary lines.
The first line of output specifies the number of volumes in the listing. The last
line of output summarizes the number of volumes that are online, offline, and
busy, as in the following example:

% vos listvol fs2.abc.com /vicepb
Total number of volumes on server fs2.abc.com \
partition /vicepb : 66

Sys 1969534847 RW 1582 K On-Tine
sys.backup 1969535105 BK 1582 K On-Tine
user.pat 1969534536 RW 17518 K On-Tine
user.pat.backup 1969534538 BK 17537 K On-Tline

Total volumes onLine 66 ; Total volumes offLine 0 ; Total busy 0

Output with the -fast Flag

If you include the -fast flag displays only the volume ID number of each
volume, arranged in increasing numerical order, as in the following example.
The final line (which summarizes the number of on-line, off-line, and busy
volumes) is omitted.

[

% vos listvol fs3.abc.com /vicepa -f

Total number of volumes on server fs3.abc.com \
partition /vicepa: 37

50489902

50489904

35970325
49732810

Output with the -long Flag
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When you include the -long flag, , the output for each volume includes all of
the information in the default listing plus the following. Each item in this list
corresponds to a separate line of output:

* The file server machine and partition that house the volume, as determined
by the command interpreter as the command runs, rather than derived
from the VLDB or the volume header.

* The volume ID numbers associated with the various versions of the
volume: read/write (RWrite), read-only (ROnly), backup (Backup), and
ReleaseClone (RC1one). One of them matches the volume ID number that
appears on the first line of the volume’s output. If the value in the Ririte,
ROnly, or Backup field is 0 (zero), there is no volume of that type. If there is
currently no ReleaseClone, the RCTone field does not appear at all.

* The maximum space quota allotted to the read/write copy of the volume,
expressed in kilobyte blocks in the MaxQuota field.

¢ The date and time the volume was created, in the Creation field. If the
volume has been restored with the backup diskrestore, backup volrestore,
or vos restore command, this is the restore time.

* The date and time when the contents of the volume last changed, in the
Last Update field. For read-only and backup volumes, it matches the
timestamp in the Creation field.

¢ The number of times the volume has been accessed for a fetch or store
operation since the later of the two following times:

— 12:00 a.m. on the day the command is issued
— The last time the volume changed location

An example of the output when the -long flag is included:
% vos listvol fs2.abc.com b -Tong

Total number of volumes on server fs2.abc.com
partition /vicepb: 66

user.pat 1969534536 RW 17518 K On-Tline
fs2.abc.com /vicepb
RWrite 1969534536 ROnly 0 Backup 1969534538
MaxQuota 20000 K

Creation Mon Jun 12 09:02:25 1989
Last Update Thu Jan 4 17:39:34 1990
1573 accesses in the past day (i.e., vnode references)

user.pat.backup 1969534538 BK 17537 K On-Tine
fs2.abc.com /vicepb
RWrite 1969534536 ROnly 0 Backup 1969534538
MaxQuota 20000 K

Creation Fri Jan 5 06:37:59 1990
Last Update Fri Jan 5 06:37:59 1990
0 accesses in the past day (i.e., vnode references)
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Total volumes onLine 66 ; Total volumes offlLine O ; Total busy 0

Output with the -extended Flag

When you include the -extended flag, the output for each volume includes all
of the information reported with the -long flag, plus two tables of statistics:

e The table labeled Raw Read/Write Stats table summarizes the number of

times the volume has been accessed for reading or writing.

* The table labeled Writes Affecting Authorship table contains information

on writes made to files and directories in the specified volume.

An example of the output when the -extended flag is included:

% vos listvol fs3.abc.com a -extended

common.bboards 1969535592 RW 23149 K used 9401 files On-line

fs3.abc.com /vicepa

RWrite 1969535592 ROnly

MaxQuota 30000 K
Creation Mon Mar 8 14:26:05 1999
Last Update Mon Apr 26 09:20:43 1999

11533 accesses in the past day (i.e., vnode references)

Reads
Writes

0-60 sec

1-10 min

10min-1hr
lhr-1day

lday-1wk

> 1wk

Raw Read/Write Stats

Total Auth Total Auth
151 151 1092 1068
3 3 324 324
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Displaying One Volume’s VLDB Entry and Volume Header

The vos examine command displays information from both the VLDB and the
volume header for a single volume. There is some redundancy in the
information from the two sources, which allows you to compare the VLDB
and volume header.

Because the volume header for each version of a volume (read/write,
read-only, and backup) is different, you can specify which one to display.
Include the .readonly or .backup extension on the volume name or 1D
argument as appropriate. The information from the VLDB is the same for all
three versions.

To display one volume’s VLDB entry and volume header

1. Issue the vos examine command.

[

% vos examine <volume name or ID>

where
e Is the shortest acceptable abbreviation of examine.

volume name or 1D
Identifies one volume either by its complete name or volume ID
number. It can be a read/write, read-only, or backup type. Use the
.backup or .readonly extension if appropriate.

The top part of the output displays the same information from a volume
header as the vos listvol command with the -long flag, as described following
the instructions in ITa display volume headers” an page 173. If you specify
the read-only version of the volume and it exists at more than one site, the
output includes all of them. The bottom part of the output lists the same
information from the VLDB as the vos listvldb command, as described
following the instructions in £Ta display VIDB entries” on page 172

Below is an example for a volume whose VLDB entry is currently locked.

0

% vos examine user.terry

user.terry 536870981 RW 3459 K On-1line
fs3.abc.com /vicepa
Write 5360870981 ROnly 0 Backup 536870983
MaxQuota 40000 K

Creation Mon Jun 12 15:22:06 1989
Last Update Fri Jun 16 09:34:35 1989
5719 accesses in the past day (i.e., vnode references)
RWrite: 5360870981  Backup: 536870983
number of sites -> 1

server fs3.abc.com partition /vicepa RW Site
Volume is currently LOCKED
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Displaying the Name or Location of the Volume that Contains a File

This section explains how to learn the name, volume ID number, or location
of the volume that contains a file or directory.

You can also use one piece of information about a volume (for example, its
name) to obtain other information about it (for example, its location). The
following list points you to the relevant instructions:

* To use a volume’s name to learn the volume ID numbers of all its existing
versions, use the vos examine command as described in

7 7

You can also use the command to learn a volume’s name by providing its
ID number.

* To use a volume’s name or ID number to learn its location, use the vos
listvldb command as described in L ieg”

To display the name of the volume that contains a file
1. Issue the fs listquota command.

% fs listquota [<dir/file path>]

where

Iq Is an acceptable alias for listquota (and listq the shortest
acceptable abbreviation).

dir/file path
Names a directory or file housed in the volume for which to
display the name. Partial pathnames are interpreted relative to the

current working directory, which is the default if this argument is
omitted.

The following is an example of the output:

% fs listquota /afs/abc.com/usr/terry

Volume Name Quota Used % Used  Partition
user.terry 15000 5071 34% 86%

To display the ID number of the volume that contains a file
1. Issue the fs examine command.

% fs examine [<dir/file path>]

where

exa Is the shortest acceptable abbreviation of examine.
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dir/file path
Names a directory or file housed in the volume for which to
display the volume ID. Partial pathnames are interpreted relative
to the current working directory, which is the default if this
argument is omitted.

The following example illustrates how the output reports the volume ID
number in the vid field.

% fs examine /afs/abc.com/usr/terry

Volume status for vid = 50489902 named user.terry
Current maximum quota is 15000

Current blocks used are 5073

The partition has 46383 blocks available out of 333305

Note: The partition-related statistics in this command’s output do not always
agree with the corresponding values in the output of the standard
UNIX df command. The statistics reported by this command can be up
to five minutes old, because the Cache Manager polls the File Server for
partition information at that frequency. Also, on some operating
systems, the df command’s report of partition size includes reserved
space not included in this command’s calculation, and so is likely to be
about 10% larger.

To display the location of the volume that contains a file

1. Issue the fs whereis command to display the name of the file server
machine that houses the volume containing a file or directory.

% fs whereis [<dir/file path>]

where

whe  Is the shortest acceptable abbreviation of whereis.

dir/file path
Names a directory or file for which to report the location. Partial
pathnames are interpreted relative to the current working
directory, which is the default if this argument is omitted.

The output displays the file server machine that houses the volume
containing the file, as in the following example:

% fs whereis /afs/abc.com/user/terry
File /afs/abc.com/usr/terry is on host fs2.abc.com
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2. If you also want to know which partition houses the volume, first issue
the fs listquota command to display the volume’s name. For complete

sintax see I'To display the name of the volume that contains a file” onl

% fs listquota [<dir/file path>]

Then issue the vos listvldb command, providing the volume name as the
volume name_or ID argument. For complete syntax and a description of the
output, see L i ies”

% vos listvldb <volume name or ID>

Moving Volumes
There are three main reasons to move volumes:
¢ To place volumes on other partitions or machines temporarily while
repairing or replacing a disk or file server machine.
* To free space on a partition that is becoming overcrowded. One symptom of
overcrowding is that users cannot to save files even though the relevant

volume is below its quota. The following error message confirms the
problem:

afs: failed to store file (partition full)
You can track available space on AFS server partltlons by using the scout or

afsmonitor programs described in
[AFS Performance” on page 321|

* A file server machine is becoming overloaded because it houses many more
volumes than other machines of the same size, or has volumes with more
popular files in them.

To move a read/write volume, use the vos move command as described in
the following instructions. Before attempting to move the volume, the vos
command interpreter verifies that there is enough free space for it on the
destination partition. If not, it does not attempt the move operation and prints
the following message.

voS: no space on target partition destination_part to move volume volume

To move a read-only volume, you actually remove the volume from the
current site by issuing the vos remove command as described in “To remove a
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kolume and unmount it” on page 197. Then define a new site and release the

volume to it by issuing the vos addsite and vos release commands as
described in [‘Ta rpplim’rp a read /write volume (create a read-only volume)’]

A backup volume always resides at the same site as its read/write source
volume, so you cannot move a backup volume except as part of moving the
read/write source. The vos move command automatically deletes the backup
version when you move a read/write volume. To create a new backup
volume at the new site as soon as the move operation completes, issue the

vos backup command as described in EEg_cxea.te_a.nd_nmn.t_a_hackuIJ

”

To move a read/write volume

1. Verify that you are listed in the /usr/afs/etc/UserList file. If necessary, issue
the bos listusers command, which is fully described in m

”

% bos Tlistusers <machine name>

2. Issue the vos move command to move the volume. Type it on a single
line; it appears on multiple lines here only for legibility.

0

% vos move <volume name or ID> \
<machine name on source> <partition name on source > \
<machine name on destination> <partition name on destination>

where
m Is the shortest acceptable abbreviation of move.

volume name or 1D
Specifies the name or volume ID number of the read/write
volume to move.

machine name on source
Names the file server machine currently housing the volume.

partition name on source
Names the partition currently housing the volume.

machine name on destination
Names the file server machine to which to move the volume.

partition name on destination
Names the partition to which to move the volume.

Note: It is best not to halt a vos move operation before it completes,
because parts of the volume can be left on both the source and
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destination machines. For more information, see the command’s
reference page in the IBM AFS Administration Reference.

3. (Optional) Issue the vos listvldb command to confirm the success of the

move. Complete instructions appear in [‘Ta display VI.DB entries” on

% vos listvldb <volume name or ID>

4. If a backup version existed at the read /write volume’s previous site, create
a new backup at the new site by issuing the vos backup command, which
is fully described in L ”

0

% vos backup <volume name or ID>

Synchronizing the VLDB and Volume Headers

AFS can provide transparent file access because the Volume Location Database
(VLDB) constantly tracks volume locations. When the Cache Manager needs a
file, it contacts the Volume Location (VL) Server, which reads the VLDB for
the current location of the volume containing the file. Therefore, the VLDB
must accurately reflect the state of volumes on the file server machines at all
times. The Volume Server and VL Server automatically update a volume’s
VLDB entry when its status changes during a vos operation, by performing
the following series of steps.

1. The VL Server locks the VLDB entry. The lock advises other operations not
to manipulate any of the volume versions (read/write, read-only, or
backup), which prevents the inconsistency that can result from multiple
simultaneous operations.

2. The VL Server sets an intention flag in the VLDB entry that indicates the
kind of operation to be performed. This flag never appears in VLDB
listings because it is for internal use only. In case the operation terminates
prematurely, this flag tells the Salvager which operation was interrupted.
(The Salvager then determines the steps necessary either to complete the
operation or return the volume to a previous consistent state. For more

information on salvaging, see ['Salvaging Volimes” on page 187.)

3. The Volume Server manipulates the volume. It usually sets the 0ff-Tine
flag in the volume header, which makes the volume inaccessible to the File
Server and other Volume Server operations during the manipulation.
When the operation completes, the volume is again marked On-Tine.

4. The VL Server records any changes resulting from the operation in the
VLDB entry. Once the operation is complete, it removes the intention flag
set in Step B and releases the lock set in Step fl.
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If a vos operation fails while the Volume Server is manipulating the volume
(corresponding to Step B.on page 183), the volume can be left in an
intermediate state, which is termed corruption. In this case, the 0ff-1ine or
0ff-Tlinexxneeds salvage** marker usually appears at the end of the first line
of output from the vos examine command. To repair the corruption, run the
Salvager before attempting to resvnchroruze the VLDB and volume headers.
For salvaging instructions, see “

More commonly, an interruption while flags are being set or removed
corresponding to Step [Lon page 183, Step R-on page 183, or Step Lod
m causes a discrepancy between the VLDB and volume headers. To
resynchronize the VLDB and volumes, use the vos syncvldb and vos syncserv
commands. To achieve complete VLDB consistency;, it is best to run the vos
syncvldb command on all file server machines in the cell, and then run the
vos syncserv command on all file server machines in the cell.

There are several symptoms that indicate a volume operation failed:

* Error messages on the standard error stream or in server process log files
indicate that an operation terminated abnormally. Perhaps you had to halt
the operation before it completed (for instance, by using a signal such as
Ctrl-c), or a file server machine or server process was not functioning when
the operation ran. To determine if a machine or process is still not
functioning, issue the bos status command as described in I’niephvinoa

B : 7 T NS Py s A 7

* A subsequent vos operation fails because a previous failure left a VLDB
entry locked. Sometimes an error message reports that a volume is locked.
To display a list of locked volumes, use the -locked flag on the vos listvldb

command as described in Displaying VI DR Entries” an page 171,

If the only problem with a volume is that its VLDB entry is locked, you
probably do not need to synchronize the entire VLDB. Instead use the vos
unlock or vos unlockvldb command to unlock the entry, as described in

7 . . . 77

* A subsequent vos operation fails because a previous failure left a volume
marked as offline. To check a volume’s current status, check the first line of

output from the vos examine command as described in ‘Displaying Ond
Molume’s VI DB Entry and Volume Header” on page 174

The vos syncvldb command corrects the information in the Volume Location
Database (VLDB) either about all volumes housed on a file server machine,
about the volumes on just one partition, or about a single volume. If checking
about one or more partitions, the command contacts the Volume Server to
obtain a list of the volumes that actually reside on each partition. It then
obtains the VLDB entry for each volume from the VL Server. It changes the
VLDB entry as necessary to reflect the state of the volume on the partition.
For example, it creates or updates a VLDB entry when it finds a volume for
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which the VLDB entry is missing or incomplete. However, if there is already a
VLDB entry that defines a different location for the volume, or there are
irreconcilable conflicts with other VLDB entries, it instead writes a message
about the conflict to the standard error stream. The command never removes
volumes from the file server machine.

When checking a single volume’s VLDB entry, the command also
automatically performs the operations invoked by the vos syncserv command:
it not only verifies that the VLDB entry is correct for the specified volume
type (read/write, backup, or read-only), but also checks that any related
volume types mentioned in the VLDB entry actually exist at the site listed in
the entry.

The vos syncserv command verifies that each volume type (read/write,
read-only, and backup) mentioned in a VLDB entry actually exists at the site
indicated in the entry. It checks all VLDB entries that mention a site either on
any of a file server machine’s partitions or on one partition. Note that
command can end up inspecting sites other than on the specified machine or
partition, if there are read-only versions of the volume at sites other than the
read/write site.

The command alters any incorrect information in the VLDB, unless there is an
irreconcilable conflict with other VLDB entries. In that case, it writes a
message to the standard error stream instead. The command never removes
volumes from their sites.

To synchronize the VLDB with volume headers

1. Verify that you are listed in the /usr/afs/etc/UserList file. If necessary, issue
the bos listusers command, which is fully described in m

o o e T il 7

% bos Tlistusers <machine name>

2. Issue the vos syncvldb command to make the VLDB reflect the true state
of all volumes on a machine or partition, or the state of one volume.

Note: To synchronize the VLDB completely, issue the command
repeatedly, substituting each file server machine in your cell for the

-server argument in turn and omitting the -partition and -volume
arguments, before proceeding to Stepgm.

% vos syncvldb -server <machine name> [-partition <partition name>] [-volume <vo

where
syncv Is the shortest acceptable abbreviation of syncvldb.

-server
Names the file server machine housing the volumes for which to
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verify VLDB entries. If you are also providing the -volume
argument, this argument must name the machine where the
volume actually resides.

-partition
Identifies the partition (on the file server machine specified by the
-server argument) housing the volumes for which to verify VLDB
entries. In general, it is best to omit this argument so that either
the VLDB entries for all volumes on a server machine are
corrected (if you do not provide the -volume argument), or so that
you do not need to guarantee that the partition actually houses the
volume named by the -volume argument.

-volume
Specifies the name or volume ID number of a single volume for
which to verify the VLDB entry.

-verbose >> file
Directs a detailed trace to the file called file, which can be either in
AFS or on the local disk of the machine on which you are issuing
the command. The command often writes a large amount of
output to the standard output stream; writing it to a file enables
you to examine the output more carefully.

3. Issue the vos syncserv command to inspect each volume for which the
VLDB lists a version at the specified site.

Note: To synchronize the VLDB completely, issue the command
repeatedly, substituting each file server machine in your cell for the
machine name argument in turn and omitting the partition name
argument.

[

% vos syncserv <machine name> [<partition name>] [-v >> file]

where
syncs Is the shortest acceptable abbreviation of syncserv.

machine name
Names the file server machine mentioned in each VLDB entry to
check.

partition name
Identifies the partition mentioned in each VLDB entry to check. If
synchronizing the entire VLDB, omit this argument.

-v >> file
Directs a detailed trace to the file called file, which can be either in

AFS or on the local disk of the machine on which you are issuing
the command. The command often writes a large amount of
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output to the standard output stream; writing it to a file enables
you to examine the output more carefully.

Salvaging Volumes

An unexpected interruption while the Volume Server or File Server is
manipulating the data in a volume can leave the volume in an intermediate
state (corrupted), rather than just creating a discrepancy between the
information in the VLDB and volume headers. For example, the failure of the
operation that saves changes to a file (by overwriting old data with new) can
leave the old and new data mixed together on the disk.

If an operation halts because the Volume Server or File Server exits
unexpectedly, the BOS Server automatically shuts down all components of the
fs process and invokes the Salvager. The Salvager checks for and repairs any
inconsistencies it can. Sometimes, however, there are symptoms of the
following sort, which indicate corruption serious enough to create problems
but not serious enough to cause the File Server component to fail. In these
cases you can invoke the Salvager yourself by issuing the bos salvage
command.

* Symptom: A file appears in the output of the 1s command, but attempts to
access the file fail with messages indicating that it does not exist.

Possible cause: The Volume Server or File Server exited in the middle of a
file-creation operation, after changing the directory structure, but before
actually storing data. (Other possible causes are that the ACL on the
directory does not grant the permissions you need to access the file, or
there is a process, machine, or network outage. Check for these causes
before assuming the file is corrupted.)

Salvager’s solution: Remove the file’s entry from the directory structure.

* Symptom: A volume is marked 0ff-1ine in the output from the vos
examine and vos listvol commands, or attempts to access the volume fail.

Possible cause: Two files or versions of a file are sharing the same disk
blocks because of an interrupted operation. The File Server and Volume
Server normally refuse to attach volumes that exhibit this type of
corruption, because it can be very dangerous. If the Volume Server or File
Server do attach the volume but are unsure of the status of the affected disk
blocks, they sometimes try to write yet more data there. When they cannot
perform the write, the data is lost. This effect can cascade, causing loss of
all data on a partition.

Salvager’s solution: Delete the data from the corrupted disk blocks in
preference to losing an entire partition.

¢ Symptom: There is less space available on the partition than you expect
based on the size statistic reported for each volume by the vos listvol
command.
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Possible cause: There are orphaned files and directories. An orphaned
element is completely inaccessible because it is not referenced by any
directory that can act as its parent (is higher in the file tree). An orphaned
element is not counted in the calculation of a volume’s size (or against its
quota), even though it occupies space on the server partition.

Salvager’s solution: By default, print a message to the
lust/afs/logs/SalvageLog file reporting how many orphans were found and
the approximate number of kilobytes they are consuming. You can use the
-orphans argument to remove or attach orphaned elements instead. See

”

When you notice symptoms such as these, use the bos salvage command to
invoke the Salvager before corruption spreads. (Even though it operates on
volumes, the command belongs to the bos suite because the BOS Server must
coordinate the shutdown and restart of the Volume Server and File Server
with the Salvager. It shuts them down before the Salvager starts, and
automatically restarts them when the salvage operation finishes.)

All of the AFS data stored on a file server machine is inaccessible during the
salvage of one or more partitions. If you salvage just one volume, it alone is
inaccessible.

When processing one or more partitions, the command restores consistency to
corrupted read/write volumes where possible. For read-only or backup
volumes, it inspects only the volume header:

* If the volume header is corrupted, the Salvager removes the volume
completely and records the removal in its log file, /usr/afs/logs/SalvageLog.
Issue the vos release or vos backup command to create the read-only or
backup volume again.

e If the volume header is intact, the Salvager skips the volume (does not
check for corruption in the contents). However, if the File Server notices
corruption as it initializes, it sometimes refuses to attach the volume or
bring it online. In this case, it is simplest to remove the volume by issuing
the vos remove or vos zap command. Then issue the vos release or vos
backup command to create it again.

Combine the bos salvage command’s arguments as indicated to salvage
different numbers of volumes:

* To salvage all volumes on a file server machine, combine the -server
argument and the -all flag.

* To salvage all volumes on one partition, combine the -server and -partition
arguments.

* To salvage only one read/write volume, combine the -server, -partition,
and -volume arguments. Only that volume is inaccessible to Cache
Managers, because the BOS Server does not shutdown the File Server and
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Volume Server processes during the salvage of a single volume. Do not
name a read-only or backup volume with the -volume argument. Instead,
remove the volume, using the vos remove or vos zap command. Then
create a new copy of the volume with the vos release or vos backup
command.

The Salvager always writes a trace to the /usr/afs/logs/SalvageLog file on the
file server machine where it runs. To record the trace in another file as well
(either in AFS or on the local disk of the machine where you issue the bos
salvage command), name the file with the -file argument. Or, to display the
trace on the standard output stream as it is written to the
lusr/afs/logs/SalvageLog file, include the -showlog flag.

By default, multiple Salvager subprocesses run in parallel: one for each
partition up to four, and four subprocesses for four or more partitions. To
increase or decrease the number of subprocesses running in parallel, provide a
positive integer value for the -parallel argument.

If there is more than one server partition on a physical disk, the Salvager by
default salvages them serially to avoid the inefficiency of constantly moving
the disk head from one partition to another. However, this strategy is often
not ideal if the partitions are configured as logical volumes that span multiple
disks. To force the Salvager to salvage logical volumes in parallel, provide the
string all as the value for the -parallel argument. Provide a positive integer to
specify the number of subprocesses to run in parallel (for example, -parallel
5all for five subprocesses), or omit the integer to run up to four subprocesses,
depending on the number of logical volumes being salvaged.

The Salvager creates temporary files as it runs, by default writing them to the
partition it is salvaging. The number of files can be quite large, and if the
partition is too full to accommodate them, the Salvager terminates without
completing the salvage operation (it always removes the temporary files
before exiting). Other Salvager subprocesses running at the same time
continue until they finish salvaging all other partitions where there is enough
disk space for temporary files. To complete the interrupted salvage, reissue
the command against the appropriate partitions, adding the -tmpdir argument
to redirect the temporary files to a local disk directory that has enough space.

The -orphans argument controls how the Salvager handles orphaned files and
directories that it finds on server partitions it is salvaging. An orphaned
element is completely inaccessible because it is not referenced by the vnode of
any directory that can act as its parent (is higher in the filespace). Orphaned
objects occupy space on the server partition, but do not count against the
volume’s quota.
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During the salvage, the output of the bos status command reports the
following auxiliary status for the fs process:

Salvaging file system

To salvage volumes
1. Verify that you are listed in the /usr/afs/etc/UserList file. If necessar%i issue

the bos listusers command, which is fully described in

”

% bos listusers <machine name>

2. Issue the bos salvage command to salvage one or more volumes.

% bos salvage -server <machine name> [-partition <salvage partition>] \
[-volume <salvage volume number or volume name>] \
[-file salvage log output file] [-al1] [-showlog] \
[-parallel <# of max parallel partition salvaging>] \
[-tmpdir <directory to place tmp files>] \
[-orphans <ignore | remove | attach>]

where

-server
Names the file server machine on which to salvage volumes. This
argument can be combined either with the -all flag, the -partition
argument, or both the -partition and -volume arguments.

-partition
Names a single partition on which to salvage all volumes. The
-server argument must be provided along with this one.

-volume
Specifies the name or volume ID number of one read/write
volume to salvage. Combine this argument with the -server and
-partition arguments.

-file  Specifies the complete pathname of a file into which to write a
trace of the salvage operation, in addition to the
lusr/afs/logs/SalvageLog file on the server machine. If the file
pathname is local, the trace is written to the specified file on the
local disk of the machine where the bos salvage command is
issued. If the -volume argument is included, the file can be in AFS,
though not in the volume being salvaged. Do not combine this
argument with the -showlog flag.

-all Salvages all volumes on all of the partitions on the machine
named by the -server argument.
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-showlog

Displays the trace of the salvage operation on the standard output
stream, as well as writing it to the /usr/afs/logs/SalvageLog file.

-parallel

Specifies the maximum number of Salvager subprocesses to run in
parallel. Provide one of three values:

* An integer from the range 1 to 32. A value of 1 means that a
single Salvager process salvages the partitions sequentially.

* The string all to run up to four Salvager subprocesses in parallel
on partitions formatted as logical volumes that span multiple
physical disks. Use this value only with such logical volumes.

* The string all followed immediately (with no intervening space)
by an integer from the range 1 to 32, to run the specified
number of Salvager subprocesses in parallel on partitions
formatted as logical volumes. Use this value only with such
logical volumes.

The BOS Server never starts more Salvager subprocesses than
there are partitions, and always starts only one process to salvage
a single volume. If this argument is omitted, up to four Salvager
subprocesses run in parallel.

-tmpdir

Specifies the full pathname of a local disk directory to which the
Salvager process writes temporary files as it runs. By default, it
writes them to the partition it is currently salvaging.

-orphans

Controls how the Salvager handles orphaned files and directories.
Choose one of the following three values:

ignore Leaves the orphaned objects on the disk, but prints a

remove

attach

message to the /usr/afs/logs/SalvageLog file reporting how
many orphans were found and the approximate number of
kilobytes they are consuming. This is the default if you
omit the -orphans argument.

Removes the orphaned objects, and prints a message to the
lust/afs/logs/SalvageLog file reporting how many orphans
were removed and the approximate number of kilobytes
they were consuming.

Attaches the orphaned objects by creating a reference to
them in the vnode of the volume’s root directory. Since
each object’s actual name is now lost, the Salvager assigns
each one a name of the following form:
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_ _ORPHANTFILE_ _.index for files
_ _ORPHANDIR _ _.index for directories

where index is a two-digit number that uniquely identifies
each object. The orphans are charged against the volume’s
quota and appear in the output of the Is command issued
against the volume’s root directory.

Setting and Displaying Volume Quota and Current Size

Every AFS volume has an associated quota which limits the volume’s size. The
default quota for a newly created volume is 5,000 kilobyte blocks (slightly less
that 5 MB). When a volume reaches its quota, the File Server rejects attempts
to create new files or directories in it. If an application is writing data into an
existing file in a full volume, the File Server allows a defined overage (by
default, 1 MB). (You can use the fileserver command’s -spare or -pctspare
argument to change the default overage; see the command’s reference page in
the IBM AFS Administration Reference.)

To set a quota other than 5000 KB as you create a volume, include the
-maxquota argument to the vos create command, as described in

i “ . To modify an existing volume’s quota,
issue either the fs setquota or the fs setvol command as described in the
following instructions. Do not set an existing volume’s quota lower than its
current size.

In general, smaller volumes are easier to administer than larger ones. If you
need to move volumes, say for load-balancing purposes, it is easier to find
enough free space on other partitions for small volumes. Move operations
complete more quickly for small volumes, reducing the potential for outages
or other errors to interrupt the move. AFS supports a maximum volume size,
which can vary for different AFS releases; see the IBM AFS Release Notes for
the version you are using. Also, the size of a partition or logical places an
absolute limit on volume size, because a volume cannot span multiple
partitions or logical volumes.

It is generally safe to overpack partitions by putting more volumes on them
than can actually fit if all the volumes reach their maximum quota. However,
only experience determines to what degree overpacking works in your cell. It
depends on what kind of quota you assign to volumes (particularly user
volumes, which are more likely than system volumes to grow unpredictably)
and how much information people generate and store in comparison to their
quota.

192 AFS: Administration Guide



There are several commands that display a volume’s quota, as described in
the following instructions. They differ in how much related information they
produce.

To set quota for a single volume

1. Verify that you belong to the system:administrators group. If necessary,
issue the pts membership command, which is fully described in [Id

”

% pts membership system:administrators
2. Issue the fs setquota command to set the volume’s maximum quota.

% fs setquota [<dir/file path>] -max <max quota in kbytes>

where
sq Is an acceptable alias for setquota.

dir/file path
Names a file or directory in the volume for which to set the
indicated quota. Partial pathnames are interpreted relative to the
current working directory, which is the default if you omit this
argument.

Specify the read/write path to the file or directory, to avoid the
failure that results when you attempt to change a read-only
volume. By convention, you indicate the read/write path by
placing a period before the cell name at the pathname’s second
level (for example, /afs/.abc.com). For further discussion of the
concept of read/write and read-only paths through the filespace,
see 'The Rules of Mount Paint Traversal” on page 164

max quota in kbytes
Sets the volume’s quota, expressed in kilobyte blocks (1024 equals
a megabyte). A value of 0 grants an unlimited quota, but the size
of the partition imposes an absolute limit. You must include the
-max switch if omitting the dir/file path argument (to set the quota
on the volume that houses the current working directory).

To set maximum quota on one or more volumes

1. Verify that you belong to the system:administrators group. If necessary,
issue the pts membership command, which is fully described in

”

% pts membership system:administrators

2. Issue the fs setvol command to set the quota on one or more volumes.
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% fs setvol [<dir/file path>'] -max <disk space quota in IK units>

where
sV Is an acceptable alias for setvol.

dir/file path
Names one file or directory that resides in each volume for which
to set the indicated quota. Partial pathnames are interpreted
relative to the current working directory, which is the default if
you omit this argument.

disk space quota in 1K units
Sets the maximum quota on each volume, expressed in kilobytes
blocks (1024 equals a megabyte). A value of 0 grants an unlimited
quota, but the size of the partition does impose an absolute limit.

To display percent quota used
1. Issue the fs quota command.

% fs quota [<dir/file path>"]

where
q Is the shortest acceptable abbreviation of quota.
dir/file path

Names a directory or file in each volume for which to display
percent quota used. Partial pathnames are interpreted relative to
the current working directory, which is the default if you omit this
argument.

The following example illustrates the output produced by this command:

% fs quota /afs/abc.com/usr/terry
34% of quota used.

To display quota, current size, and other information

1. Issue the fs listquota command.

% fs listquota [<dir/file path>"]

where

Iq Is an alias for listquota.
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dir/file path
Names a directory or file in each volume for which to display
quota along with volume name and current space usage. Partial
pathnames are interpreted relative to the current working
directory, which is the default if you omit this argument.

As illustrated in the following example, the output reports the volume’s
name, its quota and current size (both in kilobyte units), the percent quota
used, and the percentage of space on the volume’s host partition that is used.

% fs listquota /afs/abc.com/usr/terry

Volume Name Quota Used % Used  Partition
user.terry 15000 5071 34% 86%

To display quota, current size, and more partition information

1. Issue the fs examine command.

% fs examine [<dir/file path>"]

where
exa Is the shortest acceptable abbreviation of examine.

dir/file path
Names a directory or file in each volume for which to display
quota information and information about the host partition. Partial
pathnames are interpreted relative to the current working
directory, which is the default if you omit this argument.

As illustrated in the following example, the output displays the volume’s
volume ID number and name, its quota and current size (both in kilobyte
units), and the free and total number of kilobyte blocks on the volume’s host
partition.

% fs examine /afs/abc.com/usr/terry

Volume status for vid = 50489902 named user.terry
Current maximum quota is 15000

Current blocks used are 5073

The partition has 46383 blocks available out of 333305

Note: The partition-related statistics in this command’s output do not always
agree with the corresponding values in the output of the standard
UNIX df command. The statistics reported by this command can be up
to five minutes old, because the Cache Manager polls the File Server for
partition information at that frequency. Also, on some operating
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systems, the df command’s report of partition size includes reserved
space not included in this command’s calculation, and so is likely to be
about 10% larger.

Removing Volumes and their Mount Points

To remove a volume from its site and its record from the VLDB, use the vos
remove command. Use it to remove any of the three types of volumes; the
effect depends on the type.

* If you indicate the read/write volume by specifying the volume’s base
name without a .readonly or .backup extension, the command removes
both the read/write and associated backup volume from the partition that
houses them. You do not need to provide the -server and -partition
arguments, because there can be only one read/write site. The site
information is also removed from the VLDB entry, and the site count
(reported by the vos examine and vos listvldb commands as number of
sites) decrements by one. The read/write and backup volume ID numbers
no longer appear in the output from the vos examine and vos listvldb
commands, but they are preserved internally. Read-only sites, if any, are not
affected, but cannot be changed unless a read/write site is again defined.
The entire VLDB entry is removed if there are no read-only sites.

If there are no read-only copies left, it is best to remove the volume’s mount
point to prevent attempts to access the volume’s contents. Do not remove
the mount point if copies of the read-only volume remain.

* If you indicate a read-only volume by including the .readonly extension on
its name, it is removed from the partition that houses it, and the
corresponding site information is removed from the VLDB entry. The site
count reported by the vos examine and vos listvldb commands as number
of sites decrements by one for each volume you remove.

If there is more than one read-only site, you must include the -server
argument (and optionally -partition argument) to specify the site from
which to remove the volume. If there is only one read-only site, the volume
name is sufficient; if no read /write volume exists in this case, the entire
VLDB entry is removed.

It is not generally appropriate to remove the volume’s mount point when
removing a read-only volume, especially if the read/write version of the
volume still exists. If the read /write version no longer exists, remove the

mount point as described in Step Bon page 198 of I'Ta remaove a volumd
| l . I rr :] ! ! l.

* If you indicate a backup volume by including the .backup extension on its
name, it is removed from the partition that houses it and its site
information is removed from the VLDB entry. You do not need to provide
the -server and -partition arguments, because there can be only one backup
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site. The backup volume ID number no longer appears in the output from
the vos examine or vos listvldb command, but is preserved internally.

In the standard configuration, there is a separate mount point for the
backup version of a user volume. Remember to remove the mount point to
prevent attempt to access the nonexistent volume’s contents.

Other Removal Commands

The vos remove command is almost always the appropriate way to remove a
volume, because it automatically removes a volume’s VLDB entry and both
the volume header and all data from the partition. If either the VLDB entry or
volume header does not exist, it is sometimes necessary to use other
commands that remove only the remaining element. Do not use these
commands in the normal case when both the VLDB entry and the volume
header exist, because by definition they create discrepancies between them.
For details on the commands’ syntax, see their reference pages in the IBM AFS
Administration Reference.

The vos zap command removes a volume from its site by removing the
volume header and volume data for which a VLDB entry no longer exists.
You can tell a VLDB entry is missing if the vos listvol command displays the
volume header but the vos examine or vos listvldb command cannot locate
the VLDB entry. You must run this command to correct the discrepancy,
because the vos syncvldb and vos syncserv commands never remove volume
headers.

The vos remsite command removes a read-only site definition from the VLDB
without affecting the volume on the file server machine. Use this command
when you have mistakenly issued the vos addsite command to define a
read-only site, but have not yet issued the vos release command to release the
volume to the site. If you have actually released a volume to the site, use the
vos remove command instead.

The vos delentry command removes the entire VLDB entry that mentions the
volume you specify. If versions of the volume actually exist on file server
machines, they are not affected. This command is useful if you know for
certain that a volume removal was not recorded in the VLDB (perhaps you
used the vos zap command during an emergency), and do not want to take
the time to resynchronize the entire VLDB with the vos syncvldb and vos
syncserv commands.

To remove a volume and unmount it

1. Verify that you are listed in the /usr/afs/etc/UserList file. If necessary, issue
the bos listusers command, which is fully described in m

o Dol L fil )

% bos Tlistusers <machine name>
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2. If removing the volume’s mount point, verify that you have the d (delete)
permission on its parent directory’s ACL. If necessary, issue the fs listacl

command, which is fully described in I'Displaying ACL.s” on page 551.

% fs listacl [<dir/file path>]

Members of the system:administrators group always implicitly have the a
(administer) and by default also the 1 (lookup) permission on every ACL
and can use the fs setacl command to grant other rights as necessary.

3. (Optional) Dump the volume to a file or to tape, in case you want to
restore it later. To copy the volume’s contents to a file, use the vos dump

command as instructed in LD.um.pm.g_a.n.d_R.eshmn.gJZahLm.esLmn_pa.geJ_Q_q

You can then copy the file to tape using a third-party backup utility or an
archiving utility such as the UNIX tar command.

Alternatively, use the AFS Backup System to create a tape copy. In this
case, it can be convenient to create a temporary volume set that includes
only the volume of interest. Temporary volume sets are not recorded in
the Backup Database, and so do not clutter database with records for
volume sets that you use only once. For instructions, see

”

4. Issue the vos remove command to remove the volume. If removing a
read-only volume from multiple sites, repeat the command for each one.

0

% vos remove [-server machine name>] [-partition <partition name>] \
-id <volume name or ID>

where
remo Is the shortest acceptable abbreviation of remove.

-server
Specifies the file server machine on which the volume resides. It is
necessary only when the -id argument names a read-only volume
that exists at multiple sites.

-partition
Specifies the partition on machine name where the volume resides.
It is necessary only when the -id argument names a read-only
volume that exists at multiple sites. Provide the -server argument
along with this one.

-id Identifies the volume to remove, either by its complete name or
volume ID number. If identifying a read-only or backup volume
by name, include the appropriate extension (.readonly or .backup).

5. If you are removing the last existing version of the volume, issue the fs
rmmount command remove the corresponding mount pomt Complete
instructions appear in z
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If you are removing a backup volume that is mounted in the conventional
way (at a subdirectory of its read /write volume’s root directory), then
removing the source volume’s mount point in this step is sufficient to
remove the backup volume’s mount point. If you mounted the backup at a
completely separate directory, you need to repeat this step for the backup
volume’s mount point.

% fs rmmount <directory>

(Optional) If you created a dump file in Step m transfer it to
tape. The preferred method i is to use the AFS Backup System, which is
described in ”

and L

2

Dumping and Restoring Volumes

Dumping a volume with the vos dump command converts its contents into
ASCII format and writes them to the file you specify. The vos restore
command places a dump file’s contents into a volume after converting them
into the volume format appropriate for the indicated file server machine.

About Dumping Volumes

Dumping a volume can be useful in several situations, including the
following:

You want to back it up to tape, perhaps by using a third-party backup
utility. To facilitate this type of backup operation, the vos dump command
can write to a named pipe. To learn about using the AFS Backup System
instead, see

and IChapter 7 Backing [Ip and Restoring AFS Data” on page 263.

You are removing the volume from your cell (perhaps because its owner is
leaving your cell). The vos dump command enables you to create a copy
for safekeeping without incurring the overhead of the Backup System. For
complete 1nstruct10ns on removing a volume, see

You want to create a copy of the volume for safekeeping on a non-AFS
server partition, perhaps while you move the actual volume to another
machine or perform maintenance tasks on the partition that houses the
volume.

You need to replace a corrupted read/write volume. If an uncorrupted
read-only or backup version of the volume exists, dump it and restore the
data into the read/write volume, overwriting the corrupted contents.

You want to copy or transfer the contents of the volume to another cell. You
cannot use the vos move command, because AFS supports volume moves
only between file server machines that belong to the same cell.
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* You want to have another read/write copy of the volume’s contents. The
second volume must have a different name than the original one. If you
want the contents of the two volumes to remain identical, you must update
them both manually. AFS provides no facility for keeping read /write
volumes synchronized in this way.

* You want a copy of only the files and directories in the volume with
modification time stamps after a certain date. The vos dump command can
create an incremental dump file as described in Step m‘ of the
following instructions.

You can use the vos dump command to create a full dump, which contains the
complete contents of the volume at the time you issue the command, or an
incremental dump, which contains only those files and directories with
modification timestamps (as displayed by the 1s -1 command) that are later
than a date and time you specify. See Step w of the following
instructions.

Dumping a volume does not change its VLDB entry or permanently affect its
status on the file server machine, but the volume’s contents are inaccessible
during the dump operation. To avoid interrupting access to the volume, it is
generally best to dump the volume’s backup version, just after using the vos
backup or vos backupsys command to create a new backup version.

If you do not provide a filename into which to write the dump, the vos dump
command directs the output to the standard output stream. You can pipe it
directly to the vos restore command if you wish.

Because a volume dump file is in ASCII format, you can read its contents
using a text editor or a command such as the cat command. However, dump
files sometimes contain special characters that do not have alphanumeric
correlates, which can cause problems for some display programs.

By default, the vos command interpreter consults the Volume Location
Database (VLDB) to learn the volume’s location, so the -server and -partition
arguments are not required. If the -id argument identifies a read-only volume
that resides at multiple sites, then the command dumps the version from just
one of them (normally, the one listed first in the volume’s VLDB entry as
reported by the vos examine or vos listvldb command). To dump the
read-only volume from a particular site, use the -server and -partition
arguments to specify the site. To bypass the VLDB lookup entirely, provide a
volume ID number (rather than a volume name) as the value for the -id
argument, along with the -server and -partition arguments. This makes it
possible to dump a volume for which there is no VLDB entry.
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To dump a volume
1. Verify that you are listed in the /usr/afs/etc/UserList file. If necessar% issue

the bos listusers command, which is fully described in
Lsers in the Userl st file” on page 564.

% bos listusers <machine name>
2. Verity that you have the permissions necessary to create the dump file. If
placing it in AFS, you must have the i (insert) permission on the ACL of
the file’s directory. If necessary, issue the fs listacl command, which is

fully described in IDisplaying ACLs” on page 551.

% fs listacl [<dir/file path>]

Members of the system:administrators group always implicitly have the a
(administer) and by default also the 1 (lookup) permission on every ACL
and can use the fs setacl command to grant other rights as necessary.

3. Issue the vos dump command to dump the volume.

0

% vos dump -id <volume name or ID> [-time <dump from time>] [-file <arg>] [-ser

where

-id Identifies the volume to be dumped by its complete name or
volume ID number. If you want to dump the read-only or backup
version, specify its volume ID number or add the appropriate
extension (.readonly or .backup) to the name.

To bypass the normal VLDB lookup of the volume’s location,
provide the volume ID number and combine this argument with
the -server and -partition arguments.

-time Specifies whether the dump is full or incremental. Omit this
argument to create a full dump, or provide one of three acceptable
values:

* The value 0 (zero) to create a full dump.

e A date in the format mm/ddlyyyy (month, day and year) to create
an incremental dump that includes only files and directories
with modification timestamps later than midnight (12:00 a.m.)
on the indicated date. Valid values for the year range from 1970
to 2037; higher values are not valid because the latest possible
date in the standard UNIX representation is in 2038. The
command interpreter automatically reduces later dates to the
maximum value. An example is 01/13/1999.

* A date and time in the format "mm/ddlyyyy hh:MM" to create an
incremental dump that includes only files and directories with
modification timestamps later than the specified date and time.
The date format is the same as for a date alone. Express the
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time as hours and minutes (hh:MM) in 24-hour format (for
example, 20:30 is 8:30 p.m.). Surround the entire expression with
double quotes (" ") because it contains a space. An example is
"01/13/1999 22:30".

-file  Specifies the pathname of the file to which to write the dump. The
file can be in AFS, but not in the volume being dumped. A partial
pathname is interpreted relative to the current working directory.
Omit this argument to direct the dump to the standard output
stream.

-server
Specifies the file server machine on which the volume resides.
Provide the -partition argument along with this one.

-partition
Specifies the partition on which the volume resides. Provide the
-server argument along with this one.

About Restoring Volumes

Although you can dump any of the three types of volumes (read /write,
read-only, or backup), you can restore a dump file to the file system only as a
read /write volume, using the vos restore command. The command
automatically translates the dump file’s contents from ASCII back into the
volume format appropriate for the file server machine that stores the restored
version. As with the vos dump command, you can restore a dump file via a
named pipe, which facilitates interoperation with third-party backup utilities.

You can restore the contents of a dump file in one of two basic ways. In either
case, you must restore a full dump of the volume before restoring any
incremental dumps. Any incremental dumps that you then restore must have
been created after the full dump. If there is more than one incremental dump,
you must restore them in the order they were created.

* You can restore volume data into a brand new volume with a new name

and at a location that you specify. See I'Ta restore a dump into a newl

You can assign a volume ID number as you restore the volume, though it is
best to have the Volume Server allocate a volume number automatically.
The most common reason for specifying the volume ID is that a volume’s
VLDB entry has disappeared for some reason, but you know the former
read/write volume ID number and want to reuse it.

* You can restore volume data into an existing volume (usually the one that
was previously dumped), overwriting its current contents. This is
convenient if the current contents are corrupted or otherwise incorrect,
because it allows you to replace them with a coherent version from the past
or from one of the volume’s clones. See £ i

1
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Provide the -overwrite argument to preconfirm that you wish to overwrite
the volume’s contents, and to specify whether you are restoring a full or
incremental dump. If you omit the -overwrite argument, the Volume Server
generates the following prompt to confirm that you want to overwrite the
existing volume with either a full (f) or incremental (i) dump:

Do you want to do a full/incremental restore or abort? [fia](a):

If you pipe in the dump file via the standard input stream instead of using
the -file argument to name it, you must include the -overwrite argument
because there is nowhere for the Volume Server to display the prompt in
this case.

You can move the volume to a new site as you overwrite it with a full
dump, by using the -server and -partition arguments to specify the new
site. You cannot move the volume when restoring an incremental dump.

The vos restore command sets the restored volume’s creation date in the
volume header to the time of the restore operation, as reported in the
Creation field in the output from the vos examine and vos listvol commands.

To restore a dump into a new volume and mount it

1. Verify that you are listed in the /usr/afs/etc/UserList file. If necessary, issue
the bos listusers command, which is fully described in m
lisers in the Userl ist file” on page 564.

% bos Tlistusers <machine name>

2. Verify that you have permissions needed to read the dump file and to
mount the new volume. If the dump file resides in AFS, you need the r
(read) permission on the ACL of its directory. You need the i (insert) and a
(administer) permissions on the ACL of the directory where you are
mounting the new volume. If necessary, issue the fs listacl command,

which is fully described in ['Displaying ACIs” on page 551.

% fs listacl [<dir/file path>]

Members of the system:administrators group always implicitly have the a
(administer) and by default also the 1 (lookup) permission on every ACL
and can use the fs setacl command to grant other rights as necessary.

3. Select a site (disk partition on a file server machine) for the new volume. If
your cell groups different types of volumes onto different file server
machines, that can guide your decision. It often makes sense to put the
volume on the emptiest partition that meets your other criteria. To display
how much space is available on a file server machine’s partitions, use the

vos partinfo command, which is described fully in ECreating Read /writd

”
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0

% vos partinfo <machine name> [<partition name>]

4. Issue the vos restore command to create a new volume and restore the
dump file into it. Type it on a single line; it appears on multiple lines here
only for legibility.

0

% vos restore <machine name> <partition name> \
<name of volume to be restored> \
[-file <dump file>] [-id <volume ID>]

where
res Is the shortest acceptable abbreviation of restore.

machine name
Names the file server machine on which to create the new volume.

partition name
Names the partition on which to create the new volume.

name of volume to be restored
Names the new read/write volume, which must not already have
a VLDB entry. It can be up to 22 characters in length.

-file  Is the dump file to restore. Partial pathnames are interpreted with
respect to the current working directory. Omit this argument if
using a pipe to read in the dump file from the standard input
stream.

-volume
Specifies the new volume’s ID number. It is appropriate only if
you are restoring a volume that no longer exists and want to use
the volume ID number it had previously.

5. Issue the fs mkmount command to mount the new volume, making its
contents accessible. Complete instructions appear in [

I |

% fs mkmount <directory> <volume name>

6. (Optional) Issue the fs Ismount command to verify that the mount point
refers to the correct volume. Complete instructions appear in m

% fs 1smount <directory>
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To restore a dump file, overwriting an existing volume
1. Verify that you are listed in the /usr/afs/etc/UserList file. If necessar% issue

the bos listusers command, which is fully described in
Lsers in the Userl st file” on page 564.

% bos listusers <machine name>
2. Verify that you have permissions needed to read the dump file. If it
resides in AFS, you need the r (read) permission on the ACL of its
directory. If necessary, issue the fs listacl command, which is fully

described in IDisplaying ACLs” on page 551,

% fs listacl [<dir/file path>]

Members of the system:administrators group always implicitly have the a
(administer) and by default also the 1 (lookup) permission on every ACL
and can use the fs setacl command to grant other rights as necessary.

3. Restore the contents of the dump file into a read/write volume,
overwriting the current contents. The volume retains its current volume ID
number. Type it on a single line; it appears on multiple lines here only for
legibility.

0

% vos restore <machine name> <partition name> \
<name of volume to be restored> \
[-file <dump file>] \

-overwrite <full | incremental>

where
res Is the shortest acceptable abbreviation of restore.

machine name
Names the file server machine where the volume already exists, or
the machine to which to move it. In the latter case, the value for
the -overwrite argument must be full.

partition name
Names the partition where the volume already exists, or the
partition to which to move it. In the latter case, the value for the
-overwrite argument must be full.

name of volume to be restored
Names the read/write volume to overwrite with the contents of
the dump file.

-file  Is the dump file to restore. Partial pathnames are interpreted with
respect to the current working directory. Omit this argument if
using a pipe to read in the dump file from the standard input
stream; in this case, you must provide the -overwrite argument.
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-overwrite
Preconfirms that you want to overwrite the existing volume and
specifies which type of dump file you are restoring. Provide one of
the following values:

* f or full if restoring a full dump file

* i or incremental if restoring an incremental dump file. This
value is not acceptable if you are moving the volume while
restoring it.

* a to terminate the restore operation

4. 1If the volume is replicated, issue the vos release command to release the
newly restored contents to read-only sites. Complete instructions appear in

n . . . 77

0

% vos release <volume name or ID>

5. Issue the vos backup command to create a new backup version of the

volume. Complete instructions appear in I‘Creating Backup Volumes” onl

0

% vos backup <volume name or ID>

Renaming Volumes

You can use the vos rename command to rename a volume. For example, it is
appropriate to rename a user’s home volume if you use the user.username
convention for user volume names and you change the username. (For
complete instructions for changing usernames, see

@-)

7

The vos rename command accepts only read/write volume names, but
automatically changes the names of the associated read-only and backup
volumes. As directed in the following instructions, you need to replace the
volume’s current mount point with a new one that reflects the name change.

To rename a volume
1. Verify that you are listed in the /usr/afs/etc/UserList file. If necessar% issue

the bos listusers command, which is fully described in

o o fhe ToT T FL7 =

% bos listusers <machine name>

2. Verify that you have the a (administer), d (delete), and i (insert) access
permissions for the directory in which you are replacing the volume’s
mount point. If necessary, issue the fs listacl command, which is fully

described in IDisplaying ACLs” on page 551,

% fs listacl [<dir/file path>]
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Members of the system:administrators group always implicitly have the a
(administer) and by default also the 1 (lookup) permission on every ACL
and can use the fs setacl command to grant other rights as necessary.

3. Issue the vos rename command to rename the volume.

0

% vos rename <old volume name> <new volume name>

where
ren Is the shortest acceptable abbreviation of rename.

old volume name
Is the current name of a read/write volume.

new volume name
Is the new name for the volume. It cannot be more than 22
characters in length.

If there is no Volume Location Database (VLDB) entry for the specified
current volume name, the command fails with the following error
message:

vos: Could not find entry for volume old_volume_name.

4. Issue the fs rmmount command to remove the mount point that refers to
the volume’s old name. Complete instructions appear in

mount point” on page 170.

% fs rmmount <directory>

5. Issue the fs mkmount to create a mount point that indicates the volume’s

new name. Complete instructions appear in ﬂo_m:ea.te_a_tegula.r_oﬂ

7

% fs mkmount <directory> <volume name> [-rw]

Unlocking and Locking VLDB Entries

As detailed in [ izi z ,
The Volume Location (VL) Server locks the Volume Location Database (VLDB)
entry for a volume before the Volume Server executes any operation on it. No
other operation can affect a volume with a locked VLDB entry, so the lock
prevents the inconsistency or corruption that can result from multiple
simultaneous operations on a volume.
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To verify that a VLDB entry is locked, issue the vos listvldb command as
described in I'Ta display VIDB entries” on page 172, The command has a
-locked flag that displays locked entries only. If the VLDB entry is locked, the
string Volume is currently LOCKED appears on the last line of the volume’s
output.

To lock a VLDB entry yourself, use the vos lock command. This is useful
when you suspect something is wrong with a volume and you want to
prevent any changes to it while you are investigating the problem.

To unlock a locked VLDB entry, issue the vos unlock command, which
unlocks a single VLDB entry, or the vos unlockvldb command, which unlocks
potentially many entries. This is useful when a volume operation fails
prematurely and leaves a VLDB entry locked, preventing you from acting to
correct the problems resulting from the failure.

To lock a VLDB entry

1. Verify that you are listed in the /usr/afs/etc/UserList file. If necessary, issue
the bos listusers command, which is fully described in m

”

% bos listusers <machine name>

2. Issue the vos lock to lock the entry.

% vos lock <volume name or ID>

where
lo Is the shortest acceptable abbreviation of lock.

volume name or ID
Identifies the volume to be locked, either by its complete name or
volume ID number. It can be any of the three versions of the
volume.

To unlock a single VLDB entry

1. Verify that you are listed in the /usr/afs/etc/UserList file. If necessary, issue
the bos listusers command, which is fully described in m
Lisers in the Userlist file” an page 568

% bos listusers <machine name>
2. Issue the vos unlock command to unlock the entry.
% vos unlock <volume name or ID>

where
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unlock
Must be typed in full.

volume name or 1D
Identifies the volume to be unlocked, either by its complete name
or volume ID number. It can be any of the three versions of the
volume.

To unlock multiple VLDB entries

1. Verify that you are listed in the /usr/afs/etc/UserList file. If necessary, issue
the bos listusers command, which is fully described in m

”

% bos Tlistusers <machine name>

2. Issue the vos unlockvldb command to unlock the desired entries.

0

% vos unlockvldb [<machine name>] [<partition name>]

where

unlockv
Is the shortest acceptable abbreviation of unlockvldb.

machine name
Specifies a file server machine. Provide this argument alone to
unlock all VLDB entries that mention the machine in a site
definition. Omit both this argument and the partition name
argument to unlock all VLDB entries.

partition name
Specifies a partition. Provide this argument alone to unlock all
VLDB entries that mention the partition (on any machine) in a site
definition. Omit both this argument and the machine name
argument to unlock all VLDB entries.
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Chapter 6. Configuring the AFS Backup System

The AFS Backup System helps you to create backup copies of data from AFS
volumes and to restore data to the file system if it is lost or corrupted. This
chapter explains how to configure the Backup System. For instructions on
backing up and restoring data and displaying dump records, see

”

Summary of Instructions

This chapter explains how to perform the following tasks by using the

indicated commands:

Determine tape capacity and filemark size

Define Tape Coordinator entry in Backup Database
Remove Tape Coordinator entry from Backup Database
Display Tape Coordinator entries from Backup Database
Create volume set

Add volume entry to volume set

List volume sets and entries

Delete volume set from Backup Database

Delete volume entry from volume set

Define dump level

Change expiration date on existing dump level

Delete dump level from dump hierarchy

Display dump hierarchy

Label tape

Read label on tape

fms

backup addhost
backup delhost
backup listhosts
backup addvolset
backup addvolentry
backup listvolsets
backup delvolset
backup delvolentry
backup adddump
backup setexp
backup deldump
backup listdumps
backup labeltape
backup readlabel

Introduction to Backup System Features

The AFS Backup System is highly flexible, enabling you to control most
aspects of the backup process, including how often backups are performed,
which volumes are backed up, and whether to dump all of the data in a
volume or just the data that has changed since the last dump operation. You

can also take advantage of several features that automate much of the backup

process.

To administer and use the Backup System most efficiently, it helps to be
familiar with its basic features, which are described in the following sections.
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For pointers to instructions for 1mplementmg the features as you conﬁgure the

Backug S%stem in your cell, see

Volume Sets and Volume Entries

When you back up AFS data, you specify which data to include in terms of
complete volumes rather than individual files. More precisely, you define
groups of volumes called volume sets, each of which includes one or more
volumes that you want to back up in a single operation. You must include a
volume in a volume set to back it up, because the command that backs up
data (the backup dump command) does not accept individual volume names.

A volume set consists of one or more volume entries, each of which specifies
which volumes to back up based on their location (file server machine and
partition) and volume name. You can use a wildcard notation to include all
volumes that share a location, a common character string in their names, or
both.

For instructions on creating and removing volume sets and volume entries,

7 .= . . . 7

see

Dumps and Dump Sets

A dump is the collection of data that results from backing up a volume set. A
full dump includes all of the data in every volume in the volume set, as it
exists at the time of the dump operation. An incremental dump includes only
some of the data from the volumes in the volume set, namely those files and
directory structures that have changed since a specified previous dump
operation was performed. The previous dump is referred to as the incremental
dump’s parent dump, and it can be either a full dump or an incremental dump
itself.

A dump set is a collection of one or more dumps stored together on one or
more tapes. The first dump in the dump set is the initial dump, and any
subsequent dump added onto the end of an existing dump set is an appended
dump. Appending dumps is always optional, but maximizes use of a tape’s
capacity. In contrast, creating only initial dumps can result in many partially
filled tapes, because an initial dump must always start on a new tape, but
does not necessarily extend to the end of the tape. Appended dumps do not
have to be related to one another or to the initial dump (they do not have to
be dumps of the same or related volume sets), but well-planned appending
can reduce the number of times you have to change tapes during a restore
operation. For example, it can make sense to append incremental dumps of a
volume set together in a single dump set.

All the records for a dump set are indexed together in the Backup Database
based on the initial dump (for more on the Backup Database, see “The Backup
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Database and Backup Server Process” on page 216). To delete the database

record of an appended dump, you must delete the initial dump record, and
doing so deletes the records for all dumps in the dump set. Similarly, you
cannot recycle just one tape in a dump set without deleting the database
records of all tapes in the dump set.

For instructions on creating an initial dump, see ‘Backing Up Data” onl
. , and to learn how to append dumps, see t“Appending Dumps to an

”

Dump Hierarchies, Dump Levels and Expiration Dates

A dump hierarchy is a logical structure that defines the relationship between
full and incremental dumps; that is, it defines which dump serves as the
parent for an incremental dump. Each individual component of a hierarchy is
a dump level. When you create a dump by issuing the backup dump
command, you specify a volume set name and a dump level name. The
Backup System uses the dump level to determine whether the dump is full or
incremental, and if incremental, which dump level to use as the parent.

You can associate an expiration date with a dump level, to define when a
dump created at that level expires. The Backup System refuses to overwrite a
tape until all dumps in the dump set to which the tape belongs have expired,
so assigning expiration dates automatically determines how you recycle tapes.
You can define an expiration date either in absolute terms (for example, 13
January 2000) or relative terms (for example, 30 days from when the dump is
created). You can also change the expiration date associated with a dump
level (but not with an actual dump that has already been created at that
level).

For instructions on creating dump hierarchies, assigning expiration dates, and
establishing a tape recycling schedule, see L i i i

17

Dump Names and Tape Names
When you create a dump, the Backup System creates a Backup Database
record for it, assigning a name comprising the volume set name and the last
element in the dump level pathname:
volume_set_name .dump_level _name

For example, a dump of the volume set user at the dump level /sunday/friday
is called user.friday. The Backup System also assigns a unique dump 1D
number to the dump to distinguish it from other dumps with the same name
that possibly exist.
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The Backup System assigns a similar AFS tape name to each tape that contains
a dump set, reflecting the volume set and dump level of the dump set’s initial
dump, plus a numerical index of the tape’s position in the dump set, and a
unique dump ID number:

volume_set_name.dump_level name.tape_index (dump ID)

For example, the second tape in a dump set whose initial dump is of the
volume set uservol at the dump level /sunday/friday has AFS tape name like
uservol.friday.2 (914382400).

In addition to its AFS tape name, a tape can have an optional permanent name
that you assign. Unlike the AFS tape name, the permanent name does not
have to indicate the volume set and dump level of the initial (or any other)
dump, and so does not change depending on the contents of the tape. The
Backup System does not require a certain format for permanent names, so you
need to make sure that each tape’s name is unique. If a tape has a permanent
name, the Backup System uses it rather than the AFS tape name when
referring to the tape in prompts and the output from most backup commands,
but still tracks the AFS tape name internally.

Tape Labels, Dump Labels, and EOF Markers

Every tape used in the Backup System has a magnetic label at the beginning
that records the tape’s name, capacity, and other information. You can use the
backup labeltape command to write a label, or the backup dump command
creates one automatically if you use an unlabeled tape. The label records the
following information:

* The tape’s permanent name, which you can assign by using the -pname
argument to the backup labeltape command. It can be any string of up to
32 characters. If you do not assign a permanent name, the Backup System
records the value <NULL> when you use the backup labeltape command to
assign an AFS tape name, or when you use the backup dump command to
write a dump to the tape.

* The tape’s AFS tape name, which can be one of three types of values:

— A name that reflects the volume set and dump level of the dump set’s
initial dump and the tape’s place in the sequence of tapes for the dump
set, as described in E'Dump Names and Tape Names” on page 213. If the
tape does not have a permanent name, you can assign the AFS tape
name by using the -name argument to the backup labeltape command.

— The value <NULL>, which results when you assign a permanent name, or
provide no value for the backup labeltape command’s -name argument.

— No AFS tape name at all, indicating that you have never labeled the tape
or written a dump to it.

If a tape does not already have an actual AFS tape name when you write a
dump to it, the Backup System constructs and records the appropriate AFS
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tape name. If the tape does have an AFS tape name and you are writing an
initial dump, then the name must correctly reflect the dump’s volume set
and dump level.

* The capacity, or size, of the tape, followed by a letter that indicates the unit
of measure (k or K for kilobytes, m or M for megabytes, g or G for gigabytes,
or t or T for terabytes). The tape’s manufacturer determines the tape’s
capacity. For further discussion of how the Backup System uses the value in
the capacity field, see I i ig File”

For information about labeling tapes, see (kiting and Reading Tape Labels’]

In addition to the tape label, the Backup System writes a dump label on the
tape for every appended dump (the tape label and dump label are the same
for the initial dump). A dump label records the following information:

* The name of the tape containing the dump

* The date and time that the dump operation began
* The cell to which the volumes in the dump belong
¢ The dump’s size in kilobytes

¢ The dump’s dump level

* The dump’s dump ID

The Backup System writes a filemark (also called an End-of-File or EOF
marker) between the data from each volume in a dump. The tape device’s
manufacturer determines the filemark size, which is typically between 2 KB
and 2 MB; in general, the larger the usual capacity of the tapes that the device
uses, the larger the filemark size. If a dump contains a small amount of data
from each of a large number of volumes, as incremental dumps often do, then
the filemark size can significantly affect how much volume data fits on the
tape. To enable the Backup System to factor in filemark size as it writes a
dump, you can record the filemark size in a configuration file; see

”

Tape Coordinator Machines, Port Offsets, and Backup Data Files

A Tape Coordinator machine is a machine that drives one or more attached tape
devices used for backup operations. It must run the AFS client software (the
Cache Manager) but reside in a physically secure location to prevent
unauthorized access to its console. Before backup operations can run on a
Tape Coordinator machine, each tape device on the machine must be
registered in the Backup Database, and certain files and directories must exist

on the machine’s local disk; for instructions, see [Ta configure a Taped
l . I I : 7 g E :2:2 ’

Each tape device on a Tape Coordinator machine listens for backup requests
on a different UNIX port. You pick the port indirectly by assigning a port offset
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number to the tape device. The Backup System sets the device’s actual port by
adding the port offset to a base port number that it determines internally. For

instructions on assigning port offset numbers, see [Configuring the tapeconfig

2

For a tape device to perform backup operations, a Backup Tape Coordinator
(butc) process dedicated to the device must be running actively on the Tape
Coordinator machine. You then direct backup requests to the device’s Tape
Coordinator by specifying its port offset number with the -portoffset
argument to the backup command.

In addition to writing backup data to tape, you can direct it to a backup data
file on the local disk of a Tape Coordinator machine. You can then to transfer
the data to a data-archiving system, such as a hierarchical storage
management (HSM) system, that you use in conjunction with AFS and the
Backup System. A backup data file has a port offset like a tape device. For

1nstruct10ns on configuring backup data files, see 'Dumping Data to a Backuy

1

The Backup Database and Backup Server Process

The Backup Database is a replicated administrative database maintained by the
Backup Server process on the cell’s database server machines. Like the other
AFS database server processes, the Backup Server uses the Ubik utility to
keep the various copies of the database synchronized (for a discussion of

Ubik, see 'Replicating the AFS Administrative Databases” on page 37).

The Backup Database records the following information:

* The Tape Coordinator machine’s hostname and the port offset number for
each tape device used for backup operations

* The dump hierarchy, which consists of its component dump levels and their
associated expiration dates

* The volume sets and their component volume entries

* A record for each dump, which includes the name of each tape it appears
on, a list of the volumes from which data is included, the dump level, the
expiration date, and the dump ID of the initial dump with which the dump
is associated

* A record for each tape that houses dumped data

Interfaces to the Backup System

The backup suite of commands is the administrative interface to the Backup
System. You can issue the commands in a command shell (or invoke them in
a shell script) on any AFS client or server machine from which you can access
the backup binary. In the conventional configuration, the binary resides on the
local disk.
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The backup command suite provides an interactive mode, in which you can
issue multiple commands over a persistent connection to the Backup Server
and the Volume Location (VL) Server. Interactive mode has several convenient
features, including the following:

* You need to type only the operation code, omitting the initial backup
string.

* If you assume another AFS identity or specify a foreign cell as you enter
interactive mode, it applies to all subsequent commands.

* You do not need to enclose shell metacharacters in double quotes.

* You can track current and pending operations with the (backup) jobs
command, which is available only in this mode.

* You can cancel current and pending operations with the (backup) kill
command, which is available only in this mode.

Before issuing a command that requires reading or writing a tape (or backup
data file), you must also open a connection to the Tape Coordinator machine
that is attached to the relevant tape device (or that has the backup data file on
its local disk), and issue the butc command to initialize the Tape Coordinator
process. The process must continue to run and the connection remain open as
long as you need to use the tape device or file for backup operations.

For further discussion and instructions, see '1sing the Backup System’d
I I | ” 2E :!

Overview of Backup System Configuration

Before you can use the Backup System to back up and restore data, you must
configure several of its basic components. The indicated sections of this
chapter explain how to perform the following configuration tasks:

* Determining a tape’s capacity and a tape device’s filemark size, and
recording them in the /usr/afs/backup/tapeconfig file (see !Canfiguring thel
I:a.pecon.ﬁ.g_ELlf_on_pa.gP_ﬂ.ﬂ)

* Determining how to grant administrative privilege to backup operators (see
Te - Tmini o Drivil Bac 5 — 229)

. Conﬁgurmg Tape Coordmator machmes, tape dev1ces, and backup data
files (see L ”

)
* Defining volume sets and volume entries (see ['Defining and Displaying
* Defining dump levels to create a dump hierarchy (see W
. . . ” )
* Labeling tapes (see EWriting and Reading Tape Labels” on page 241)
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* Creating a device configuration file to automate the backup process (see

page 247)

If you have already configured all of the components required for performing
a backup dump or restore operation, you can proceed to the instructions in

Wamdﬁwm

Configuring the tapeconfig File

Several factors interact to determine how much data the Tape Coordinator can
fit on a tape:

* The tape’s capacity (size), as set by the tape manufacturer.

* The tape device’s filemark size, as set by the tape device’s manufacturer.
Recall from L z
that the Tape Coordinator writes a filemark between the data from each
volume in a dump. If a dump contains a small amount of data from each of
a large number of volumes, as incremental dumps often do, then the
filemark size can significantly affect how much volume data fits on the
tape.

* Whether or not you use the tape device’s compression mode.

(The amount of data that can fit in a backup data file is determined by
amount of space available on the partition, and the operating system’s
maximum file size. The Tape Coordinator does not write filemarks when
writing to a backup data file. For further information about configuring a

Tape Coordinator to write to a backup data file, see 'Dumping Data to o
Backup Data File” an page 256.)

As the Tape Coordinator (butc) process initializes, it reads the
lust/afs/backup/tapeconfig file on its local disk to learn the tape capacity and
filemark size (for a tape device) or the file size (for a backup data file) to use
for dump operations. When you begin a dump operation, the Tape
Coordinator also reads the tape or backup data file’s label to see if you have
recorded a different tape capacity or file size. If you have, the value on the
label overrides the default value from the tapeconfig file.

As the Tape Coordinator writes data to a tape during a dump operation, it
uses the capacity and filemark information to track how much tape it has
used and how much remains before the physical end-of-tape (EOT). Shortly
before reaching EOT, the Tape Coordinator stops writing and requests a new
tape. Similarly, it uses a backup data file’s size to know when it is about to
exhaust the space in the file. If the Tape Coordinator reaches the EOT
unexpectedly, it recovers by obtaining a new tape and writing to it the entire
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contents of the volume it was writing when it reached EOT. The interrupted
volume remains on the first tape, but is never used.

Many tape devices use tapes that can accommodate multiple gigabytes, or
even multiple terabytes, of backup data, especially if you use the device’s
compression mode. When writing to such devices and tapes, allowing the
Tape Coordinator to hit the EOT unexpectedly is generally recommended. The
devices write data so quickly that it usually does not take much extra time to
rewrite the interrupted volume on the new tape. Similarly, they compress data
so well that the data abandoned on the first tape from the interrupted volume
does not constitute a waste of much tape.

When writing to tapes that accommodate a smaller amount of data (say, less
than two GB), it is better to avoid having the Tape Coordinator hit EOT
unexpectedly. AFS supports volumes up to 2 GB in size, so an interrupted
volume can in fact take up most of the tape. For such tapes, recording
accurate values for tape capacity and filemark size, if possible, helps to
maximize both use of tape and the efficiency of dump operations. The
following discussion of the fields in the tapeconfig file explains how to
determine the appropriate values.

Use a text editor to create an entry in a Tape Coordinator’s tapeconfig file for
each tape device or backup data file that it uses. Each device or file’s entry is
on its own line and has the following format:

[capacity  filemark size] device_name port_offset

where

capacity
Specifies the capacity of the tapes used with a tape device, or the
amount of data to write into a backup data file. Specify an integer
value followed by a letter that indicates units, with no intervening
space. The letter k or K indicates kilobytes, m or M indicates
megabytes, g or G indicates gigabytes, and t or T indicates terabytes.
If the units letter is omitted, the default is kilobytes.

To determine the capacity of a tape under two GB in size that you are
going to use in regular (noncompression) mode, you can either use
the value that the tape’s manufacturer specifies on the tape’s
packaging or use the fms command to calculate the capacity, as
described later in this section. To avoid having the Tape Coordinator
reach the EOT unexpectedly, it is best to record in the tapeconfig file
or on the label a capacity that is about 10% smaller than the actual
capacity of the tape. To calculate the appropriate value for a small
tape used in compression mode, one method is to multiply the tape
capacity (as recorded by the manufacturer) by the device’s
compression ratio.
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For tapes that hold multiple gigabytes or terabytes of data, or if using
a tape drive’s compression mode, the recommended configuration is
to record a value quite a bit (for instance, two times) larger than the
maximum amount you believe can fit on the tape. It is not generally
worthwhile to run the fms command on large tapes, even in
noncompression mode. The command definitely does not yield
accurate results in compression mode. The Tape Coordinator is likely
to reach the EOT unexpectedly, but compression mode fits so much
data on the tape that the data abandoned from an interrupted volume
does not represent much of the tape’s capacity.

For a backup data file, record a value slightly smaller than the amount
of space available on the partition, and definitely smaller than the
operating system’s maximum file size. It is also best to limit the
ability of other processes to write to the partition, to prevent them
from using up the space in the partition.

If this field is empty, the Tape Coordinator uses the maximum
acceptable value (2048 GB or 2 TB). Either leave both this field and
the filemark_size field empty, or provide a value in both of them.

filemark_size
Specifies the tape device’s filemark size, which usually falls between 2
KB and 2 MB. Use the same notation as for the capacity field, but note
that if you omit the units letter, the default unit is bytes rather than
kilobytes.

For a tape device in regular (noncompression) mode, you can use the
fms command to determine filemark size, or use the value reported
by the device’s manufacturer. To help the Tape Coordinator avoid
reaching EOT unexpectedly, increase the value by about 10% when
recording it in the tapeconfig file.

The recommended value for a tape device in compression mode is 0
(zero). The fms command does not yield accurate results in
compression mode, so you cannot use it to determine the filemark
size.

The recommended value for a backup data file is also 0 (zero). The
Tape Coordinator does not use filemarks when writing to a file, but a
value must appear in this field nevertheless if there is also a value in
the capacity field.

If this field is empty, the Tape Coordinator uses the value 0 (zero).
Either leave both this field and the capacity field empty, or provide a
value in both of them.

device_name
Specifies the complete pathname of the tape device or backup data
file. The format of tape device names depends on the operating
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system, but on UNIX systems, device names generally begin with the
string /dev/. For a backup data file, this field defines the complete
pathname, but for suggestions on how to name a backup data file, see

s ”

port_offset

Specifies the port offset number for a specific tape device or backup
data file. Each tape device listens for backup requests on a different
UNIX port. You pick the port indirectly by recording a value in this
field. The Backup System sets the device’s actual port by adding the
port offset to a base port number that it determines internally.

Legal values are the integers 0 through 58510 (the Backup System can
track a maximum of 58,511 port offset numbers). Each value must be
unique among the cell’s Tape Coordinators, but you do not have to
assign port offset numbers sequentially, and you can associate any
number of them with a single machine or even tape device. For
example, if you plan to use a device in both compression and
noncompression mode, assign it two different port offsets with
appropriate tape capacity and filemark values for the different modes.

Assign port offset 0 (zero) to the Tape Coordinator for the tape device
or backup data file that you use most often for backup operations;
doing so enables you to omit the -portoffset argument from the
largest possible number of backup commands.

The following example tapeconfig file includes entries for two tape devices,
/dev/rmtOh and /dev/rmtlh. Each one uses tapes with a capacity of 2 GB and
has a filemark size of 1 MB. Their port offset numbers are 0 and 1.

2g 1m /dev/rmtOh 0
2G 1M /dev/rmtlh 1

The fms command reports the capacity of the tape you have inserted and the
tape device’s filemark size, both on the standard output stream (stdout) and
in its fms.log file, which it writes in the current working directory. The
command interpreter must write data to the entire tape, so running the
command can take from several hours to more than a day, depending on the
size of the tape.

To run the fms command on a noncompressing tape device

1. If an fms.log file does not already exist in the current directory, verify that
you can insert and write to files in the current directory. If the log file
already exists, you must be able to write to the file.

2. Insert a tape into the drive. Running the command completely overwrites
the tape, so use a blank tape or one that you want to recycle.

3. Issue the fms command.
% fms <tape special file>
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where
fms  Must be typed in full.

tape special file
Specifies the tape device’s UNIX device name, such as /dev/rmtOh.

The following example output reports that the tape in the device with device
name /dev/rmtOh has a capacity of 2136604672 bytes (about 2 GB), and that
the device’s filemark size is 1910205 bytes (close to 2 MB).

% fms /dev/rmtOh

wrote block: 130408

Finished data capacity test - rewinding
wrote 1109 blocks, 1109 file marks
Finished file mark test

Tape capacity is 2136604672 bytes

File marks are 1910205 bytes

Granting Administrative Privilege to Backup Operators

Each person who issues the backup and butc commands in your cell must be
listed in the /usr/afs/etc/UserList file on every database server machine that
stores the Backup Database and Volume Location Database (VLDB), and every
machine that houses a volume included in a volume set. By convention, the
UserList file is the same on every server machine in the cell; the instructions
in this document assume that your cell is configured in this way. To edit the
UserList file, use the bos adduser and bos removeuser commands as

described in Administering the [Iserl ist File” on page 567,

In addition to being listed in the UserList file, backup operators who issue the
butc command must be able to write to the files stored in each Tape
Coordinator machine’s local /usr/afs/backup directory, which are protected by
UNIX mode bits. Before configuring your cell’s first Tape Coordinator
machine, decide which local user and group to designate as the owner of the
directory and the files in it. Among the possible ownership options are the
following:

* The local superuser root. With this option, the issuer of the butc command
must log onto the local file system as the local superuser root. If the Tape
Coordinator is also a server machine, the -localauth flag is used on the butc
command to construct a server ticket from the local /usr/afs/etc/KeyFile file.
On non-server machine, the issuer must issue the klog command to
authenticate as an AFS administrator while logged in as root.

* A single AFS administrator. Logging in and authenticating are a single step
if an AFS-modified login utility is used. The administrator is the only user
who can start the Tape Coordinator.

* An administrative account for which several operators know the password.
This allows them all to start the Tape Coordinator.
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Another option is to define a group in the local group file (/etc/group or
equivalent) to which all backup operators belong. Then turn on the w mode
bit (write permission) in the group mode bits rather than the user mode bits
of the /usr/afs/backup directory and files in it. An advantage over the
methods listed previously is that each operator can retain an individual
administrative account for finer granularity in auditing.

For instructions on implementing vour choice of protection methods, see

7 7

Configuring Tape Coordinator Machines and Tape Devices

This section explains how to configure a machine as a Tape Coordinator
machine, and how to configure or remove the Tape Coordinator associated
with a single tape device or backup data file.

Note: When configuring a tape device attached to an AIX system, you must
set the device’s tape block size to 0 (zero) to indicate variable block
size. If you do not, it is possible that devices attached to machines of
other system types cannot read the tapes made on the AIX system. Use
the AIX smit program to verify or change the value of the tape block
size for a tape device, as instructed in Sep B

To configure a Tape Coordinator machine

1. Verify that you are authenticated as a user listed in the
lusr/afs/etc/UserList file. If necessary, issue the bos listusers command,

which is fully described in [Ta display the nsers in the Tlserl ist file” onl

% bos Tlistusers <machine name>

2. Become the local superuser root on the machine, if you are not already, by
issuing the su command.

0

% su root
Password: root_password

3. Install one or more tape devices on the Tape Coordinator machine
according to the manufacturer’s instructions. The Backup System can track
a maximum of 58,511 tape devices or backup data files per cell.
If the Tape Coordinator machine is an AIX system, issue the following
command to change the tape device’s tape block size to 0 (zero), which
indicates variable block size. Repeat for each tape device.

# chdev -1 'device _name' -a block_size='0"'

where device_name is the tape device’s device name (for example,
/dev/rmtOh).
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4. Verify that the binary files for the backup, butc, and fms commands are
available on the local disk. If the machine is an AFS client, the
conventional location is the /usr/afsws/etc directory.

# 1s /usr/afsws/etc

5. Create the /usr/afs directory. (If the Tape Coordinator machine is also
configured as a file server machine, this directory already exists.) Then
create the /usr/afs/backup directory.

# mkdir /usr/afs
# mkdir /usr/afs/backup

6. Use a text editor to create the /usr/afs/backup/tapeconfig file. Include a
single line for each tape device or backup data file, specifying the
following information in the indicated order. For svntax detalls and
suggestlons on the values to use in each field, see

”

* The capacity of tapes to be used in the device, or the size of the backup
data file

* The device’s filemark size
* The device’s device name, starting with the string /dev/
* The device’s port offset number

7. Decide which user and group are to own the /usr/afs/backup director
and /usr/afs/backup/tapeconflg file, based on the suggestions in m
" . Correct the
UNIX mode bits on the directory and file, if necessary.

# chown admin_owner [usr/afs/backup

chown admin_owner [usr/afs/backup/tapeconfig
chgrp admin_group /usr/afs/backup

chgrp admin_group /usr/afs/backup/tapeconfig
chmod 774 /usr/afs/backup

# chmod 664 /usr/afs/backup/tapeconfig

8. Issue the backup addhost command to create a Tape Coordinator entry in
the Backup Database. Repeat the command for each Tape Coordinator.

FH F= H= H

# backup addhost <tape machine name> [<TC port offset>]

where
addh Is the shortest acceptable abbreviation of addhost.

tape machine name
Specifies the Tape Coordinator machine’s fully qualified hostname.

TC port offset
Specifies the tape device’s port offset number. Provide the same
value as you specified for the device in the tapeconfig file. You
must provide this argument unless the default value of 0 (zero) is
appropriate.
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To configure an additional Tape Coordinator on an existing Tape
Coordinator machine

1.

Verify that you are authenticated as a user listed in the
lusr/afs/etc/UserList file. If necessary, issue the bos listusers command,
which is fully described in [‘Ta display the users in the Userl st file” onl

% bos Tistusers <machine name>

Become the local superuser root on the machine, if you are not already, by
issuing the su command.

0

% su root
Password: root_password

Install the tape device on the Tape Coordinator machine according to the
manufacturer’s instructions.
If the Tape Coordinator machine is an AIX system, issue the following
command to change the tape device’s tape block size to 0 (zero), which
indicates variable block size.

# chdev -1 'device_name' -a block size='0"'

Choose the port offset number to assign to the tape device. If necessary,
use the backup listhosts command to display the port offset numbers that

are already used; for a dlscussmn of the output, see I'Ta display the list of

”

# backup listhosts

where listh is the shortest acceptable abbreviation of listhosts.

Use a text editor to add one or more entries for the device to the
lusr/afs/backup/tapeconfig file. Specify the following information in the
indicated order For syntax details and suggestlons on the values to use in
each field, see ”

* The capacity of tapes to be used in the device, or the size of the backup
data file

* The device’s filemark size
* The device’s device name, starting with the string /dev/
* The device’s port offset number

Issue the backup addhost command to create an entry in the Backug
Database for the Tape Coordinator. For complete syntax, see Step
l 221 ln s . : : I

# backup addhost <tape machine name> [<TC port offset>]

To unconfigure a Tape Coordinator

1.

Verify that you are authenticated as a user listed in the
lusr/afs/etc/UserList file. If necessarv, issue the bos listusers command
which is fully described in i
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% bos listusers <machine name>

2. Using a text editor, remove each of the Tape Coordinator’s entries from the
lusr/afs/backup/tapeconfig file.

3. Issue the backup delhost command to delete the Tape Coordinator’s
Backup Database entry.

% backup delhost <tape machine name> [<TC port offset>]

where
delh  Is the shortest acceptable abbreviation of delhost.

tape machine name
Is the complete Internet host name of the Tape Coordinator
machine.

TC port offset
Is the same port offset number removed from the tapeconfig file.
You must provide this argument unless the default value of 0
(zero) is appropriate.

To display the list of configured Tape Coordinators

1. Issue the backup listhosts command to list the Tape Coordinators and
port offset numbers currently configured in the Backup Database.

% backup listhosts

where
listh  Is the shortest acceptable abbreviation of listhosts.

The output lists each Tape Coordinator machine and the port offset numbers
currently allocated to it in the Backup Database. The appearance of a port
offset number does not imply that the associated Tape Coordinator is actually
running. Machine names appear in the format in which they were specified
with the backup addhost command.

The following example output lists the Tape Coordinators currently defined in
the Backup Database of the ABC Corporation cell:

% backup listhosts

Tape hosts:
Host backupl.abc.com, port offset 0
Host backupl.abc.com, port offset 2
Host backup2.abc.com, port offset 1
Host backup2.abc.com, port offset 3
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Defining and Displaying Volume Sets and Volume Entries

The Backup System handles data at the level of volumes rather than
individual files. You must define groups of volumes called volume sets before
performing backup operations, by using the backup addvolset command. A
volume set name can be up to 31 characters long and can include any
character other than the period (.), but avoid using metacharacters that have
special meanings to the shell.

After creating a volume set, use the backup addvolentry command to place
one or more volume entries in it. They define the volumes that belong to it in
terms of their location (file server machine and partition) and name. Use the
command’s required -server argument to designate the file server machine
that houses the volumes of interest and its required -partition argument to
designate the partition. Two types of values are acceptable:

* The fully qualified hostname of one machine or full name of one partition
(such as /vicepm)

* The regular expression .* (period and asterisk), which matches every
machine name or partition name in the VLDB

For the volume name (the required -volume argument), specify a combination
of alphanumeric characters and one or more metacharacters to specify part or
all of the volume name with a wildcard. You can use any of the following
metacharacters in the volume name field:

The period matches any single character.

* The asterisk matches zero or more instances of the preceding
character. Combine it with any other alphanumeric character or
metacharacter.

[] Square brackets around a list of characters match a single instance of

any of the characters, but no other characters; for example, [abc]
matches a single a or b or ¢, but not d or A. You can combine this
expression with the asterisk.

The caret, when used as the first character in a square-bracketed set,
designates a match with any single character other than the characters
that follow it; for example, [ al matches any single character except
lowercase a. You can combine this expression with the asterisk.

\ A backslash preceding any of the metacharacters in this list makes it
match its literal value only. For example, the expression \. (backslash
and period) matches a single period, \* matches a single asterisk, and
\\ matches a single backslash. You can combine such expressions
with the asterisk (for example, \.* matches any number of periods).

Perhaps the most common regular expression is the period followed by an
asterisk (.*). This expression matches any string of any length, because the
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period matches any character and the asterisk means any number of that
character. As mentioned, it is the only acceptable regular expression in the file
server and partition fields of a volume entry. In the volume name field, it can
stand alone (in which case it matches every volume listed in the VLDB), or
can combine with alphanumeric characters. For example, the string
user.*\.backup matches any volume name that begins with the string user
and ends with .backup.

Issuing the backup addvolentry command in interactive mode is simplest. If
you issue it at the shell prompt, you must surround any string that includes a
regular expression with double quotes (" ") so that the shell passes them
uninterpreted to the backup command interpreter rather than resolving them.

To define various combinations of volumes, provide the following types of
values for the backup addvolentry command’s three arguments. The list uses
the notation appropriate for interactive mode; if you issue the command at
the shell prompt instead, place double quotes around any string that includes
a regular expression. To create a volume entry that includes:

* All volumes listed in the VLDB, use the regular expression .* for all three
arguments (-server .* -partition .* -volume .*)

* Every volume on a specific file server machine, specify its fully qualified
hostname as the -server argument and use the regular expression .* for the
-partition and -volume arguments (for example: -server fsl.abc.com
-partition .* -volume .*)

* All volumes that reside on a partition with the same name on various file
server machines, specify the complete partition name as the -partition
argument and use the regular expression .* for the -server and -volume
arguments (for example: -server .* -partition /vicepd -volume .*)

* Every volume with a common string in its name, use the regular expression
* for the -server and -partition arguments, and provide a combination of
alphanumeric characters and metacharacters as the -volume argument (for
example: -server .* -partition .* -volume .*\.backup includes all volumes
whose names end in the string .backup).

* All volumes on one partition, specify the machine’s fully qualified
hostname as the -server argument and the full partition name as the
-partition argument, and use the regular expression .* for the -volume
argument (for example: -server fs2.abc.com -partition /vicepb -volume .*).

* A single volume, specify its complete name as the -volume argument. To
bypass the potentially time-consuming search through the VLDB for
matching entries, you can specify an actual machine and partition name for
the -server and -partition arguments respectively. However, if it is possible
that you need to move the volume in future, it is best to use the regular
expression .* for the machine and partition name.
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As you create volume sets, define groups of volumes you want to dump to
the same tape at the same time (for example, weekly or daily) and in the
same manner (fully or incrementally). In general, a volume set that includes
volumes with similar contents (as indicated by similar names) is more useful
than one that includes volumes that share a common location, especially if
you often move volumes for load-balancing or space reasons. Most often,
then, it is appropriate to use the regular expression .* (period followed by a
backslash) for the -server and -partition arguments to the backup
addvolentry command.

It is generally more efficient to include a limited number of volumes in a
volume entry. Dumps of a volume set that includes a large number of volume
can take a long time to complete, increasing the possibility that the operation
fails due to a service interruption or outage.

To remove a volume entry from a volume set, use the backup delvolentry
command. To remove a volume set and all of its component volume entries
from the Backup Database, use the backup delvolset command. To display
the volume entries in a volume set, use the backup listvolsets command.

By default, a Backup Database record is created for the new volume set.
Sometimes it is convenient to create volume sets without recording them
permanently in the Backup Database, for example when using the backup
volsetrestore command to restore a group of volumes that were not

necessarily backed up together (for further discussion, see Iﬂism.g_tb.&hadgu.p]

kolsetrestore Command” on page 306). To create a temporary volume set,

include the -temporary flag to the backup addvolset command. A temporary
volume set exists only during the lifetime of the current interactive session, so
the flag is effective only when used during an interactive session (opened by
issuing the backup (interactive) command). You can use the backup delvolset
command to delete a temporary volume set before the interactive session
ends, if you wish, but as noted it is automatically deleted when you end the
session. One advantage of temporary volume sets is that the backup
addvolset command, and any backup addvolentry commands subsequently
used to add volume entries to it, complete more quickly than for regular
volume sets, because you are not creating any Backup Database records.

To create a volume set

1. Verify that you are authenticated as a user listed in the
lusr/afs/etc/UserList file. If necessary, issue the bos listusers command,

Wmhich is fully described in [To display the nisers in the User] ist file” orl

% bos Tistusers <machine name>

2. (Optional) Issue the backup command to enter interactive mode. If you
are going to define volume entries right away with the backup
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addvolentry command, this eliminates the need to surround metacharacter
expressions with double quotes. You must enter interactive mode if
creating a temporary volume set.

% backup

3. Issue the (backup) addvolset command to create the volume set. You must
then issue the (backup) addvolentry command to define volume entries in
it.

backup> addvolset <volume set name> [-temporary]

where

addvols
Is the shortest acceptable abbreviation of addvolset.

volume set name
Names the volume set. The name can include no more than 31
characters, cannot include periods, and must be unique within the
Backup Database. (A temporary volume set can have the same
name as an existing permanent volume set, but this is not
recommended because of the confusion it can cause.)

-temporary
Creates a temporary volume set, which exists only during the
current interactive session.

To add a volume entry to a volume set

1. Verify that you are authenticated as a user listed in the
lust/afs/etc/UserList file. If necessary, issue the bos listusers command,
which is fully described in FTa (‘]iqp];\v the 11sers in the Userl ist file” onl

% bos listusers <machine name>

2. (Optional) Issue the backup command to enter interactive mode if you
have not already. This makes it simpler to use metacharacter expressions,
because you do not need to surround them with double quotes. If you are
adding entries to a temporary volume set, you must already have entered
interactive mode before creating the volume set.

% backup

3. Issue the (backup) addvolentry command to define volume entries in an
existing volume set. The Backup System assigns each volume entry an
index within the volume set, starting with 1 (one).

backup> addvolentry -name <volume set name> \
-server <machine name> \
-partition <partition name> \
-volumes <volume name (regular expression)>

where
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addvole
Is the shortest acceptable abbreviation of addvolentry.

-name Names the volume set to which to add the volume entry. It must
already exist (use the backup addvolset command to create it).

-server
Defines the set of one or more file server machines that house the
volumes in the volume entry. Provide either one fully-qualified
hostname (such as fsl.abc.com) or the metacharacter expression .*
(period and asterisk), which matches all machine names in the
VLDB.

-partition
Defines the set of one or more partitions that house the volumes in
the volume entry. Provide either one complete partition name
(such as /vicepa) or the metacharacter expression .* (period and
asterisk), which matches all partition names.

-volumes
Defines the set of one or more volumes included in the volume
entry, identifying them by name. This argument can include a
combination of alphanumeric characters and one or more of the
metacharacter expressions discussed in the introductory material
in this section.

To display volume sets and volume entries

1. Issue the backup listvolsets command to display the volume entries in a
specific volume set or all of them. If you are displaying a temporary
volume set, you must still be in the interactive session in which you
created it.

% backup listvolsets [<volume set name>]

where
listv  Is the shortest acceptable abbreviation of listvolsets.

volume set name
Names the volume set to display. Omit this argument to display
all defined volume sets.

The output from the command uses the wildcard notation used when the
volume entries were created. The string (temporary) marks a temporary
volume set. The following example displays all three of the volume sets
defined in a cell’s Backup Database, plus a temporary volume set
pat+jones created during the current interactive session:

backup> Tlistv

Volume set pat+jones (temporary):
Entry 1: server fsl.abc.com, partition /vicepe, volumes: user.pat.backup
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Entry 2: server fs5.abc.com, partition /viceph, volumes: user.jones.backup
Volume set user:

Entry 1: server .*, partition .*, volumes: user.x*\.backup
Volume set sun:

Entry 1: server .*, partition .*, volumes: sundx_55\..*

Entry 2: server .*, partition .*, volumes: sundx_56\..*
Volume set rs:

Entry 1: server .*, partition .*, volumes: rs_aix42\..*

To delete a volume set

1. Verify that you are authenticated as a user listed in the
lusr/afs/etc/UserList file. If necessary, issue the bos listusers command,
which is fully described in L i i ist file”

% bos listusers <machine name>

2. Issue the backup delvolset command to delete one or more volume sets
and all of the component volume entries in them. If you are deleting a
temporary volume set, you must still be in the interactive session in which
you created it.

% backup delvolset <volume set name>"

where

delvols
Is the shortest acceptable abbreviation of delvolset.

volume set name
Names each volume set to delete.

To delete a volume entry from a volume set

1. Verify that you are authenticated as a user listed in the
lusr/afs/etc/UserList file. If necessary, issue the bos listusers command,
which is fully described in [‘'Ta display the users in the Tlserlist file” onl

% bos listusers <machine name>
2. Issue the backup command to enter interactive mode.
% backup

3. If the volume set includes more than one volume entry, issue the (backup)
listvolsets command to display the index number associated with each
one (if there is only one volume entry, its index is 1). For a more detailed

description of the command’s output, see ['Ta display volume sets and

backup> listvolsets <volume set name>

where

listv  Is the shortest acceptable abbreviation of listvolsets.
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volume set name
Names the volume set for which to display volume entries.

Issue the (backup) delvolentry command to delete the volume entry.
backup> delvolentry <volume set name> <volume entry index>

where

delvole
Is the shortest acceptable abbreviation of delvolentry.

volume set name
Names the volume set from which to delete a volume entry.

volume entry index
Specifies the index number of the volume entry to delete.

Defining and Displaying the Dump Hierarchy

A dump hierarchy is a logical structure in the Backup Database that defines
the relationship between full and incremental dumps; that is, it defines which
dump serves as the parent for an incremental dump. Each individual
component of a hierarchy is a dump level.

As you define dump levels with the backup adddump command, keep the
following rules and suggestions in mind:

Each full dump level is the top level of a hierarchy. You can create as many
hierarchies as you need to dump different volume sets on different
schedules.

The name of a full dump level consists of an initial slash (/), followed by a
string of up to 28 alphanumeric characters.

The name of an incremental dump level resembles a pathname, starting
with the name of a full dump level, then the first incremental level, and so
on, down to the final incremental level. Precede each level name with a
slash to separate it from the preceding level. Like the full level, each
component level in the name can have up to 28 alphanumeric characters,
not including the slash.

A hierarchy can have any have any number of levels, but the maximum
length of a complete dump level name is 256 characters, including the
slashes.

Before defining a given incremental level, you must define all of the levels
above it in the hierarchy.

Do not use the period (.) in dump level names. The Backup System uses the
period as the separator between a dump’s volume set name and dump
level name when it creates the dump name and AFS tape name. Any other
alphanumeric and punctuation characters are allowed, but it is best to
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avoid metacharacters. If you include a metacharacter, you must precede it
with a backslash (\) or surround the entire dump level name with double
quotes (" ").

* Naming dump levels for days or other actual time points reminds you
when to perform dumps, and makes it easier to track the relationship
between dumps performed at different levels. However, the names have no
meaning to the Backup System: it does not automatically create dumps
according to the names, and does not prevent you from, for example, using
the /sunday level when creating a dump on a Tuesday.

* It is best not to use the same name for more than one component level in a
hierarchy, because it means the resulting dump name no longer indicates
which level was used. For example, if you name a dump level
/full/incr/incr, then the dump name and AFS tape name that result from
dumping a volume set at the first incremental level (/full/incr) look the
same as the names that result from dumping at the second incremental
level (/full/incr/incr).

¢ Individual levels in different hierarchies can have the same name, but the
complete pathnames must be unique. For example, /sundayl/monday and
/sunday2/monday share the same name at the final level, but are unique
because they have different names at the full level (belong to different
hierarchies). However, using the same name in multiple hierarchies means
that dump and AFS tape names do not unambiguously indicate which
hierarchy was used.

The following example shows three hierarchies. Each begins with a full dump
at the top: sunday1 for the first hierarchy, sunday2 for the second hierarchy,
and sunday_bin for the third hierarchy. In all three hierarchies, each of the
other dump levels is an incremental level.

/sundayl

/monday

/tuesday

/wednesday

/thursday

/friday
/sunday?

/monday

/tuesday
/wednesday
/thursday
/friday
/sunday_bin
/monday
/wednesday
/friday
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In the first hierarchy, each incremental dump level refers to the full level
/sunday1 as its parent. When (for example) you dump a volume set at the
/sundayl/wednesday level, it includes data that has changed since the volume
set was dumped at the /sunday1 level.

In contrast, each incremental dump level in the second hierarchy refers to the
immediately preceding dump level as its parent. When you dump a volume
set at the corresponding level in the second hierarchy
(/sunday2/monday/tuesday/wednesday), the dump includes only data that
has changed since the volume set was dumped at the
/sunday2/monday/tuesday level (presumably the day before). Assuming you
create dumps on the indicated days, an incremental dump made using this
hierarchy contains less data than an incremental dump made at the
corresponding level in the first hierarchy.

The third hierarchy is more appropriate for dumping volumes for which a
daily backup is excessive because the data does not change often (for
example, system binaries).

Creating a Tape Recycling Schedule

If your cell is like most cells, you have a limited amount of room for storing
backup tapes and a limited budget for new tapes. The easiest solution is to
recycle tapes by overwriting them when you no longer need the backup data
on them. The Backup System helps you implement a recycling schedule by
enabling you to associate an expiration date with each dump level. The
expiration date defines when a dump created at that level expires. Until that
time the Backup System refuses to overwrite a tape that contains the dump.
Thus, assigning expiration dates automatically determines how you recycle
tapes.

When designing a tape-recycling schedule, you must decide how far in the
past and to what level of precision you want to guarantee access to backed up
data. For instance, if you decide to guarantee that you can restore a user’s
home volume to its state on any given day in the last two weeks, you cannot
recycle the tape that contains a given daily dump for at least two weeks after
you create it. Similarly, if you decide to guarantee that you can restore home
volumes to their state at the beginning of any given week in the last month,
you cannot recycle the tapes in a dump set containing a weekly dump for at
least four weeks. The following example dump hierarchy implements this
recycling schedule by setting the expiration date for each daily incremental
dump to 13 days and the expiration date of the weekly full dumps to 27 days.

The tapes used to store dumps created at the daily incremental levels in the
/sunday1 hierarchy expire just in t